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1 Introduction

Adaptive Frequency hopping (AFH) is a Non-Collaborative coexistence mechanism which allows for interference to be avoided by intelligently choosing and hopping over the clear channels. The mechanism has been divided into four major sections; 

· device identification, 

· channel classification, 

· mutual exchange of channel classification and 

· mechanism of adaptively hopping. 

1.1 Definitions

NG 



= number of ‘good’ channels

NB 


= number of ‘bad’ channels

NMIN


= minimum number of channels that must be used (by regulatory laws)

ThreshPLR 

= threshold packet loss ratio, above which a channel is declared ‘bad’

ThreshRSSI 

= threshold RSSI, above which a channel is declared ‘bad’

Classification List 
= list of ‘good’ and ‘bad’ channels

CRC


= Cyclic Redundancy Check

HEC


= Header Error Check

AFH


= Adaptive Frequency Hopping

PDU


= Protocol data unit

RSSI


= Received Signal Strength Indicator

RF


= Radio Frequency

Mode L

= Method of AFH with no restrictions

Mode H

= Method of AFH with current FCC restrictions

2 Device Identification and Mechanism Setup

This step allows the Master to know if the connecting device supports AFH, and other parameters of the AFH mechanism.


2.1 LMP Commands

2.1.1 LMP_Support_AFH

The Master issues a command LMP_Support_AFH just after connection has been established with a Slave. The contents of this PDU are the features of AFH to be used. 

LMP PDU
Length (bytes)
op code
Packet type
Possible direction
Contents
Position in payload

LMP_Support_AFH
3
85
DM1
m  s
mechanism mode
2

Table 1: PDUs used for initiation of AFH mechanism
The contents ‘mechanism mode’ refer to the mode of operation. Mode H support is denoted by the contents 0x0, and Mode L support is denoted by 0x1.

M/O
PDU
Contents

O
LMP_Support_AFH
mechanism mode

Table 2: PDUs contents for initiation of AFH mechanism
If the Slave supports the AFH mechanism then it will respond with the PDU LMP_accepted.


If the Slave does not support AFH, then it will respond with LMP_not_accepted with reason code Unknown LMP PDU. If the Slave supports AFH, but the parameters passed in the PDU are not supported then the Slave will respond with LMP_not_accepted with reason code Unsupported LMP feature. If the Slave supports AFH, but the AFH mechanism is locally disabled then the Slave will respond with LMP_not_accepted with reason code PDU not allowed.


3 Channel Classification


Channel classification is the second stage in the AFH mechanism where the quality of each channel is assessed. The sections below describe methods for channel classification. There are a variety of suggested methods described here, which may be used separately or together. Once the channels have been classified, the classification list will be used to compile a final list of ‘good’ and ‘bad’ channels. The devices may then (after suitable agreement) adaptively hop based on this classification list.

3.1 Methods of Classification

These methods should use time based averaging to avoid incorrect classification due to instantaneous disturbances (e.g. other frequency hoppers).

3.1.1 Packet Loss Ratio (PLR)

At any receiving time slot, the Master will know whether to expect a packet from one of the Slaves. These packets (during connection) contain at least an access code and a header. A packet loss is declared if either: the access code correlator fails, the HEC fails or, for a payload bearing packet the CRC fails. By measuring the ratio of erroneous packets to received packets, it is possible to compile a list of PLRs for each of the channels. 

At the expiration of the classification quantum, a channel is declared ‘bad’ if the PLR exceeds the system defined threshold (ThreshPLR). The threshold is vendor specific.

Similarly, the Slave may also compute some classification on the received packets. Each time that a packet is received by a Slave (requiring that both the access code and header be received correctly) the CRC on the payload may be checked. If the CRC is correct, the packet has been received correctly, otherwise the packet is declared as lost. In the same way, the Slave may compute the packet loss ratio and apply a threshold to compile the classification list.

3.1.2 Received Signal Strength Indicator (RSSI) Measurements

In time slots where no response is expected, the Master can monitor the Received Signal Strength. The averaged RSSI for each channel is recorded and at the end of the classification time a threshold is applied (ThreshRSSI). The threshold is vendor specific. This then allows for the classification list to be compiled.

3.1.3 CRC, HEC, Access Code Loss

It is possible to base the classification solely on one type of failure; either the CRC failure, HEC failure or failure of the correlator to trigger on the incoming access code. Taking one or a combination of the three types of loss a device may compute the ratio of successes to failures. If this ratio is above a preset threshold then the channel may be considered to be a ‘bad’ channel. The classification list may then be compiled.

3.1.4 Carrier Sensing

Currently Empty 

3.1.5 Combination

Currently Empty.

3.2 Procedures of Classification 

This section describes the time at which classification should take place and suggested practices to adhere to during the classification period. Classification is a period of time in which some ‘bad’ channels should be used, either to ensure that they are still ‘bad’ or check whether the interferers at that channel have disappeared. In any case, the throughput at the time of classification will be degraded because of the use of these ‘bad’ channels. 

3.2.1 Block Channel Classification

Ed Note: This scheme is under further investigation
To reduce the time that classification will take, it is possible to reduce the number of measurements required at each channel. The procedure is to group channels into blocks and classify the blocks instead of the channels. This will, however, compromise the accuracy of the measurements at each channel.

Using the PLR classification method as an example, we may suggest that the requirements be as follows:

NC
= number of channels (79 or 23), depends on mode

NBLK 

= new channel block size where 
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the resolution of the packet loss ratio is less accurate per channel, however the time required to complete the classification might be reduced by a factor of NBLK.

3.2.2 Integrating Slave’s Classification Data

The Slave may classify channels based on of the methods described in Section 3.1. This section discusses how the Master may use the classification information from multiple Slaves to compile a list of ‘good’ and ‘bad’ channels. The method of distributing this data is described later.

There may be up to seven active Slaves in a piconet, and each may support the function to produce a classification list. Once these classification lists have been received by the Master, they should be integrated into the final classification list which will be used during adaptive hopping.

Si,j 
= Slave i's assessment of channel j, either ‘good’ (binary ‘1’) or ‘bad’ (binary ‘0’)

Mj
= Master’s assessment of channel j, either ‘good’ (binary ‘1’) or ‘bad’ (binary ‘0’)

NC
= number of channels (79 or 23), depends on mode

NS
= number of Slaves which have sent back their classification data

where the quality of channel j is given by:
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To determine if indeed a channel is bad, a threshold should be applied to Qj to determine if the quality of channel j is high enough.

The Master then compiles the final list of ‘good’ and ‘bad’ channels to be distributed to every supporting device in the piconet.

3.2.3 Classification during Connection State

During the classification period it is advantageous to use one slot packets (such as DM1 or DH1 packets). This will increase the number of packets that can be used for the channel classification measurements and decrease the likelihood of an incorrect classification. Using such packets will allow for the device to dedicate a much shorter period of time to classification.

3.2.4 Offline Classification

Offline classification takes place at a time in which there is no connection with other devices. This classification involves background RSSI measurements. These measurements should be completed quickly as to allow for the reduction of the classification interval. 

To implement this kind of classification, the Master would typically put the network on hold and start scanning the channels as described above. Once the channels have been scanned for a long enough amount of time a threshold may be applied to the measurements, and those channels which exceed the threshold will be deemed to be ‘bad’ channels.

4 LMP Commands and Distribution of Classification Data


This section describes the method of synchronizing the piconet to use the correct classification data and to ensure that the piconet is adaptively hopping at the correct time. Included in this section are the methods of distributing the classification information and the method of initiating adaptive hopping and returning to the normal hopping sequence.
4.1 Distribution Methods

This section relates to the method of sending the LMP commands, which command the Slaves to start or stop adaptively hopping. These LMP commands are described further in Section 4.2.3 and 4.2.4. 

4.1.1 One-by-One

Each supporting Slave is sent requests to start and stop adaptive hopping one by one. This allows for the Master to ensure that the communicating Slave has indeed received the request and has started the appropriate action. In the case where a Slave does not support the AFH mechanism, the Master will not send to it these requests. 

This is the most robust mechanism of distributing the AFH commands to Slaves since the Master may verify that no errors were encountered in the transaction.

4.1.2 Broadcasting

Another method of distributing these commands to the Slaves is by broadcasting the requests for adaptive hopping. Broadcast packets sent by the Master use the AM_ADDR of ‘000’. The Slaves that support the AFH mechanism will start adaptively hopping immediately using the received channel classification list. The Slaves that do not support the AFH mechanism will continue hopping as normal and ignore the broadcast packet. The Master knows ahead of time which Slaves support adaptively hopping.

This is a less robust method of distributing the AFH commands to the Slaves, since the Master cannot verify that no errors were encountered in the transaction. It is however a faster method of forcing Slaves back to the regular hopping sequence.

4.2 LMP Commands

4.2.1 Request of Slave’s Classification List

The Master issues a command to the Slave to request its classification list. This function may or may not be supported by the Slave. 

LMP PDU
Length (bytes)
op code
Packet type
Possible direction
Contents
Position in payload

LMP_Available_Channel_Request
1
80
DM1
m  s
-
-

Table 3: PDUs used for Master to request Slave’s classification information

A Slave that supports this function will respond with the LMP_Slave_available_channel PDU. 


A Slave that does not support AFH will respond with LMP_not_accepted with the reasons Unknown LMP PDU. A Slave that supports AFH, but does not itself support the function of classifying the channels will respond with LMP_not_accepted with the reason code PDU not allowed.


4.2.2 Slave’s Classification List

In response to the LMP_available_channel_request, a supporting Slave will reply with a packet containing its classification of all the channels. For a system supporting 79 channels, 79 bits will be used, each bit representing each of the 79 channels. A binary ‘0’ will represent a ‘bad’ channel and a binary ‘1’ will represent a ‘good’ channel. The LSB of the payload will relate to the quality of channel ‘0’, the MSB of the payload will relate to the quality of the last channel.

LMP PDU
Length (bytes)
op code
Packet type
Possible direction
Contents
Position in payload

LMP_Slave_Available_Channel
13
81
DM1
s  m
channel list
2 – 12:7

Table 4: PDUs used for Slave to send classification information to Master 

Since the Master initiated the transaction, the Master should respond with a LMP_accepted. 


Adaptive Hopping Request

Finally, after negotiation as to which of the channels are ‘good’ or ‘bad’, the Master compiles the final classification list and it is distributed to the Slaves as required.

LMP PDU
Length (bytes)
op code
Packet type
Possible direction
Contents
Position in payload

LMP_AFH_Request
13
82
DM1
m  s
channel list
2 – 12:7

Table 5: PDUs used for Master to request Slave to adaptively hop using enclosed classification sequence. 

The payload of this packet will contain the full list of ‘bad’ and ‘good’ channels. A binary ‘0’ will represent a ‘bad’ channel and a binary ‘1’ will represent a ‘good’ channel. The LSB of the payload will map directly to the channel quality of channel 0. 

If the Slave accepts then it will respond with LMP_accepted and start adaptively hopping

If the Slave does not accept the AFH request because it does not support AFH, then it will respond with LMP_not_accepted with reason code Unknown LMP PDU. If the Slave does not accept the AFH request because it is locally disabled then it will respond with the reason code PDU not allowed.

4.2.3 Return to Regular Hopping Request

After the piconet has been adaptively hopping for a time, the Master may force all the Slaves back to the normal 802.15.1 / Bluetooth hopping sequence. This command is issued by the Master and contains no payload.

LMP PDU
Length (bytes)
op code
Packet type
Possible direction
Contents
Position in payload

LMP_Regular_Hopping
1
83
DM1
m  s
-
-

Table 6: PDUs used for Master to request Slave return to regular hopping mode.

The Master will not send such a command to an unsupporting Slave, so the default response after receiving this command is an LMP_accepted message.


Mechanism of Adaptive Hopping


The mechanisms of adaptively hopping relate to the hopping system itself and how it must be adapted to support the AFH system. There are two modes of operation, Mode L and Mode H. These two modes exist to support restrictions on frequency hopping systems in the United States of America (at the time of writing). 

Mode L is a mode in which the existing Bluetooth selection kernel is used in the usual manner. When the output of the selection kernel is a ‘bad’ channel, the ‘bad’ channel is replaced with a ‘good’ channel. This allows for enhanced and legacy units to operate in the same piconet with support for all modes of traffic.

4.3 Mode L 

In this mode of operation, re-mapping occurs at the output of the Bluetooth selection kernel. The output of the selection kernel (termed fgen ) is fed into the AFH unit. The output of the AFH unit is the frequency which will be used for transmission or receiving at the current slot.

Legacy units (which do not include the AFH Box) will map the output frequency fadp directly to fgen. These devices are fully supported by a Master implementing AFH. 

4.3.1 AFH Box

There are two control inputs to the AFH Box; the input AM_ADDR is a standard identifier that relates to the device that the unit is addressing. This control input has use only in the Master device. The third input is twelve clock bits which are CLKE12-1 (for the Slave) and CLKN12-1 (for the Master). This input determines the addressing of the good channels, which will be described later.

The AFH Box re-maps the input fgen as follows:

for the Slave:
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and for the Master:
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That is, the output from the Selection Box is remapped if it is one of the ‘bad’ channels, and the communicating device supports and is using the AFH mechanism. The Master must check to see if the communicating Slave supports AFH, if the communicating Slave does not support the AFH mechanism then fadp is not remapped. The information about each Slave should be stored from the device identification section.

4.3.2 Re-map Function

The re-mapping function is used when the device being communicated to is using AFH and the current output channel (from the selection kernel) is a ‘bad’ channel.

A ‘bad’ channel will be remapped to a ‘good’ channel from the good channel bank. This re-mapping is non-static, ‘bad’ channels are not remapped to the same ‘good’ channel every time. This ensures that all of the ‘good’ channels are still used evenly.


Figure 7 shows the method of re-mapping ‘bad’ channels to ‘good’ channels. The input channel (fgen) is added with RANDW (this is a modulo 212 addition). By finding the mod of the addition (using the number of good channels as a basis for the mod function) the ‘good channel bank’ is addressed with this number and the output of the re-mapping function is fed out as required. This ensures that all channels in the good channel bank are used evenly when addressed.

4.3.3 Method of producing RANDW
RANDW is a pseudo-random number based on the bits of the clock. 

To be decided
The output sequence is ‘pseudo-random’ according to four NIST statistical tests: The mono-bit test, the poker test, the runs test and the long runs test. This is the randomness test recommended in the NIST Federal Information Processing Standards 140-1 (FIPS PUB 140-1) publication dated March 1995. 

4.3.4 Method of Support for Broadcast Packets

The Mode L adaptive frequency hopping system supports the ability to broadcast packets on the ‘good’ channels. Since the hopping sequence is unchanged for all devices at these ‘good’ channels, broadcast packets may be sent at these times.  This requires that when the AM_ADDR is equal to ‘000’ that the Master only transmit on the ‘good’ channels.

Thus full support for legacy devices is maintained.

4.4 Mode H

Currently empty
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Figure 3: Channel Classification
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Figure 7: Mode L channel re-mapping system
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Figure 1: Adaptive hopping outline
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Sequence 5: Master sends new classification list to slave and AFH is started.
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Figure 6: Mode L system overview.
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