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14.3 Non-collaborative mechanism – IEEE 802.15.1 (Bluetooth) adaptive frequency hopping
14.3.1 Introduction

Adaptive frequency hopping (AFH) is a non-collaborative mechanism to enable the coexistence of IEEE 802.15.1 (Bluetooth) devices with other devices in the 2.4 GHz ISM band, such as IEEE 802.11 (WLAN). This mechanism dynamically changes the frequency hopping sequence in order to avoid or minimize the interference seen by the 802.15.1 device.

14.3.2 Mechanism outline

The mechanism should be placed between the original hop selection kernel and the frequency synthesizer, as shown in the next figure.  The new hopping sequence is generated via a mapping from the original hopping sequence.  Before the hopping sequence can be changed, the quality of transmission for each channel needs to be classified.  Furthermore, the negotiation and information exchange are done by LMP messages.










14.3.3 Channel classification
The goal of channel classification is to determine the quality of transmission of each channel.  The major concern of the quality should be interference.  The channel classification mechanism is left for implementation, and several alternatives are listed below.  The exchange of channel classification information should follow the LMP format and procedure defined in 14.3.5.  Each channel is classified as one of three types: good, bad or unused.  Thus we have

· A list of good channels, where NG is the number of good channels,

· A list of bad channels, where NB is the number of bad channels,

· A list of unused channels, where NU is the number of unused channels,

where NG + NB + NU = N = 79(23).

14.3.3.1 Methods of classification

Below are listed some alternatives for implementing the channel classification mechanism. There might be other design choices beyond the methods listed below.

14.3.3.1.1 Packet loss ratio
The quality of transmission may be determined by the packet loss ratio.  A packet may be considered lost due to failure to synchronize the access code, CRC error, or HEC error.

14.3.3.1.2 RSSI measurements
The reason for transmission failure may be determined by RSSI.  If RSSI is high and an error is detected or a packet is lost, it is likely to suffer from interference.

14.3.3.1.3 Transmission sensing
Transmission sensing spans a wide range of signal detection schemes. Energy detection is simple and useful regardless of the interference types.  Carrier sensing is more robust and helps to classify the type of the interference. Signal analysis and parameter extraction give more reliable interference identification.

14.3.3.1.4 Combination
The channel classification mechanism may be composed of one or more of the alternatives listed above.  The channel classification mechanism also may include mechanisms not listed above.

14.3.3.2 Integrating slave’s classification data
The slave may do the channel classification at the slave side.  The master may ask the slave to retrieve the slave’s classification data.  The master should make the final decision.
14.3.3.3Time at which classification should take place

14.3.3.3.1 Classification during connection state

14.3.3.3.1.1 Classification by master

14.3.3.3.1.2 Classification by slave

14.3.3.3.2 Offline classification

14.3.3.4 Speed of classification
14.3.4 Mechanism of adaptive frequency hopping

The goal of adaptive frequency hopping is to avoid using bad channels if possible.  However, a regulatory body often sets a lower bound on the minimal number of channels in the hopping sequence. System robustness also requires a minimal number of hopping channels.  Depending on the number of available good channels, some bad channels may have to be placed in the hopping sequence.  Mode H is thus designed to optimally arrange good channels and bad channels in the hopping sequence for supporting different types of traffic.  Mode L is aimed for the situation when the number of good channels exceeds the requirement of minimal number of channels in the hopping sequence.
14.3.4.1 Mode H

The principle of mode H is to optimally support the traffic requirement considering the possibility of having some bad channels in the hopping sequence.  Furthermore, mode H can support the use of only good channels in the hopping sequence by setting the number of bad channels to be used to zero.  For an ACL link, throughput is the main consideration.  Good channels are grouped together as a large window of channels.  For the SCO link, good channels are arranged to match the periodic reserved SCO slots.  A level of QoS is thus guaranteed in interference environment.
14.3.4.1.1 Partition sequence generation

14.3.4.1.1.1 Structure of partition sequence

The elements in the partition sequence consist of a binary set {0, 1}, where 1 represents the partition of good channels, and 0 represents the partition of bad channels.  The partition sequence is periodic with superframe.  The duration of each superframe is Ns slots.  In order to prevent clock wrap-around problems and align with SCO slot reservation, an initialization flag in the LMP setup message indicates whether initialization procedure 1 or 2 is being used.  The slave should apply the initialization method as indicated by the initialization flag. The master uses initialization 1 when the MSB of the current master clock (CLK27) is 0; it uses initialization 2 when the MSB of the current master clock (CLK 27) is 1.  The start of each superframe is at the slot where master clock CLK satisfies the following equation: 

CLK27-1 mod Ns = 0
for initialization 1
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14.3.4.1.1.2 Traffic parameters

For traffic parameters, four fields are defined and transmitted through LMP message.  The definitions are listed in the next table.
	Field Name
	Size
	Value
	Meaning
	Comments

	Link type (LT)
	1 bit
	0
	ACL only
	

	
	
	1
	SCO and ACL
	

	ACL window factor
	8bit
	0-255
	K
	LT=0

	Frame type (FT)
	1 bit
	0
	HV2
	LT=1

	
	
	1
	HV3
	

	Reservation indication (RI)
	3 bit
	XX1
	Slots with Dsco=0 and 1 are reserved
	LT=1 and FT=0, or 

LT=1 and FT=1.

	
	
	X1X
	Slots with Dsco=2 and 3 are reserved
	

	
	
	1XX
	Slots with Dsco=4 and 5 are reserved
	LT=1 and FT=1.


14.3.4.1.1.3 Partition sequence for ACL link

The sequence is shown in the next figure.

	Good channels
	Bad channels
	Good channels
	Bad channels

	RG
	RB
	RG
	RB


The value of the partition sequence at the l-th slot in a superframe is defined by 
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Ns= RG +RB is the length of the superframe.

RG=2*K* NG is the length of the good window.

RB=2*K* NB is the length of the bad window.

NG is the number of channels in the good partition.

NB is the number of channels in the bad partition.

K is the ACL window factor.

14.3.4.1.1.4 Partition sequence for SCO link

The SCO link is a full-duplex link, where a slave slot always follows a master slot.  Thus a master slot and the corresponding slave slot are considered as a minimal allocation unit (MAU).  The SCO reservation slots have the period of Tsco slots, and each period of Tsco slots is considered as a frame.  As shown in the figure below, a superframe is composed of Ls frames, while a frame is composed of Lf MAUs.

The value of the partition sequence at the k-th MAU of the j-th frame in a superframe is defined as s(j,k) and calculated as shown in the next figure.


MG is the number of good MAUs in a superframe,

where 
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The distribution unit is to distribute the MG good MAUs into the LS frames.  The j-th frame should have mG(j) good MAUs, where
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 is the number of residual good MAUs.
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 is the minimized max spacing between the residual good MAUs.
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The operation of the arrangement unit is shown in the next table, which follows the rules that 

(1) If RIm=1 and RIn=0, then the m-th MAU has higher priority than the n-th MAU.

(2) If RIm=RIn and m<n, then the m-th MAU has higher priority than the n-th MAU

FT=0

	MG(j)
	RI1-0
	k=1
	k=0

	0
	xx
	0
	0

	2
	xx
	1
	1

	1
	00 or 01 or 11
	0
	1

	
	10
	1
	0


FT=1

	MG(j)
	RI2-0
	k=2
	k=1
	k=0

	0
	xxx
	0
	0
	0

	3
	xxx
	1
	1
	1

	1
	000 or 001 or 011 or 101 or 111
	0
	0
	1

	
	010 or 110
	0
	1
	0

	
	100
	1
	0
	0

	2
	000 or 001 or 011 or 010 or 111
	0
	1
	1

	
	101 or 100
	1
	0
	1

	
	110
	1
	1
	0


14.3.4.1.2 Partition mapping

Partition mapping is a method to select one channel from the desired partition.  This selection should be uniform among all channels in this partition.  That is, each channel should have the same probability of selection on average.  

14.3.4.1.2.1 Pseudo-random mapping

The pseudo-random mapping device maps the selected channel from the original hopping sequence into one channel of the partition specified by the partition sequence.  The block diagram is shown in the accompanying figure.  The content of each channel table is a list of the channels of this partition.  The channels are listed with their corresponding channel number in ascending order.


The averaging shifter signal equalizes the channel utilization after partition mapping.  This shifter signal is a set of counters, one counter for each partition.  The counter of the j-th partition counts periodically within 
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 is the number of channels of this j-th partition.  Only the counter of the selected partition counts to the next value and its content is outputted as the value of the shifter signal.

14.3.4.1.2.2 Bypass for sequence similarity

To keep the similarity between the original sequence and the mapped sequence, we want the following characteristic: if the channel of the original hopping sequence is already in the desired partition, then it should remain unchanged.  This rule is summarized in the table below.
	Channel in the original hopping sequence
	Desired partition specified by the partition sequence
	Action

	Good
	Good
	Bypass

	Good\Unused
	Bad
	Mapping

	Bad \Unused
	Good
	Mapping

	Bad
	Bad
	Bypass


14.3.4.1.2.3 Setting contents of the counters
The values of the counters for the shifter signal should be easy to synchronize between the master and the slave.  For the j-th good slot in a superframe, the counter for the good partition should be j mod NG; for the j-th bad slot in a superframe, the counter for the bad partition should be j mod NB. The beginning slot is treated as j = 0.

14.3.4.2 Mode L

14.3.5 LMP procedure and command

To support AFH, the master needs to have one pair of AFH sequences, which include the new AFH, and the old AFH sequences. The old AFH sequence allows the master to communicate with the slave in case it does not receive the new AFH sequence successfully. On the other side, the slave needs only one set AFH, that is, the slave always operates in the newest AFH sequence.

Before the AFH procedure starts, the master needs to check whether each slave supports the desired AFH mode or not. The procedure is described in section “AFH mode request”. Due to backward compatibility, it is always possible that some slaves support AFH and others do not in the same piconet. So the master needs to switch the AFH operation on/off per slave at multi-slave connections.

The master can ask the slave to give channel classification information by “AFH channel information from slave” procedure. When the master makes the final decision of AFH operation, it will use broadcast packets to broadcast AFH start/terminate and AFH operation information to piconet by “AFH mode start/terminate” procedure. Both master and slave should switch to AFH operation after the AFH instant. In case some slaves may lose broadcast packets, the master needs to check each slave’s AFH mode by the “AFH mode check” procedure. If some slaves’ check fail, the master will repeat the “AFH mode start/terminate” and “AFH mode check” procedures again until all slaves are checked successfully.

14.3.5.1 AFH mode request

If the master supports AFH and wishes to enter AFH mode for some slaves, the master sends LMP_AFH_mode_req to ask the slave to prepare to operate in AFH mode. If the slave agrees to the master’s parameters, LMP_accepted will be returned. Otherwise, LMP_not_accepted will be returned. If the slave does not support AFH, the reason for LMP_not_accepted  shall be “Unsupported LMP Feature”. If the slave does not the master’s AFH mode, the reason shall be “Unsupported parameter value”.


	LMP PDU
	Length
	op code
	Packet type
	Possible direction
	Contents
	Position in payload

	LMP_AFH_mode_req
	2
	
	
	m->s
	AFH_mode
	2


	Name
	Length (bytes)
	Type
	Unit
	Detailed

	AFH mode
	1
	u_int8
	
	0: mode H

1: mode L

others: reserved


14.3.5.2 AFH channel information from slave

After the AFH mode is confirmed between the master and the slave(s), the master will do channel classification. The master can decide to classify channel information from itself or ask the slave(s) to give channel information, too. If the master wants the slave to give channel information from the slave’s point of view, it uses LMP_AFH_ch_info_req to ask the slave’s channel information. If the slave supports AFH channel information collection, it will reply LMP_AFH_ch_info_res; otherwise, LMP_not_accepted will be returned.


	LMP PDU
	Length
	op code
	Packet type
	Possible direction
	Contents
	Position in payload

	LMP_AFH_ch_info_req
	1
	
	
	m->s
	-
	

	LMP_AFH_ch_info_res
	11
	
	
	s->m
	k-th byte (k = 0~9):

slave (8k~8k+7)-th channel info
	2-11


	Name
	Length (bytes)
	Type
	Unit
	Detailed

	slave (8k~8k+7)-th channel info 
	1
	u_int8
	
	Bit0 = 0: channel 8k is good channel

Bit0 = 1: channel 8k is bad channel

Bit1 = 0: channel 8k+1 is good channel

Bit1 = 1: channel 8k+1 is bad channel

Bit2 = 0: channel 8k+2 is good channel

Bit2 = 1: channel 8k+2 is bad channel

Bit3 = 0: channel 8k+3 is good channel

Bit3 = 1: channel 8k+3 is bad channel

Bit4 = 0: channel 8k+4 is good channel

Bit4 = 1: channel 8k+4 is bad channel

Bit5 = 0: channel 8k+5 is good channel

Bit5 = 1: channel 8k+5 is bad channel

Bit6 = 0: channel 8k+6 is good channel

Bit6 = 1: channel 8k +6 is bad channel

Bit7 = 0: channel 8k +7 is good channel

Bit7 = 1: channel 8k +7 is bad channel


14.3.5.3 AFH mode start/terminate
After the master has classified channel information, the master uses broadcast packets to broadcast AFH start/terminate and AFH operation information. To make sure that all slaves in the piconet can receive the broadcast message, there are two ways for the master to control encryption mode for broadcast operation. One is not to use encryption in broadcast packets, that is, slaves shall operate in either “no encryption” or “point-to-point encryption” mode. The other is to use master key for all slaves, that is, all slaves must operate in “point-to-point and broadcast encryption” mode with master key. (Please refer to Bluetooth Specification Part C: Link Manager Protocol 3.6.1 Encryption Mode.)

There are two broadcast packets LMP_AFH_start0 and LMP_AFH_start1 to provide necessary AFH operation information. These broadcast packets will interrupt SCO packets since they have higher priority.

There are two frequency hopping cases for the master to broadcast AFH packets. The first case is broadcasting in Bluetooth original frequency hopping sequence. It could happen when first time master wants the piconet to operate in AFH mode or for some slaves to join AFH mode if other slaves are in AFH mode already. The second case is broadcasting in existing AFH mode to notify AFH slaves to switch to new AFH sequence or to terminate existing AFH mode.

The AFHid in the AFH messages is a sequence number to identify different AFH operations. It is used to make sure that AFH mode start/terminate and AFH mode check operate on the same AFH operation parameters. The slave needs to keep track of the identification until the next time LMP_AFH_start0 with a different AFHid received. If the slave receives LMP_AFH_start1 with a different AFHid, it just ignores the received PDU.


	LMP PDU
	Length
	op code
	Packet type
	Possible direction
	Contents
	Position in payload

	LMP_AFH_start0
	15
	
	DM1
	m->s
	AFHid
AFH slave bitmap

AFH instant

AFH traffic type

AFH ACL window factor

timing control flags

AFH channel info
	2

3

4-7

8

9

10

11-15

	LMP_AFH_start1
	17
	
	
	m->s
	AFH handle

AFH channel info
	2

3-17


AFH slave bitmap and AFH instant are used to indicate which slave shall start or terminate AFH mode after the AFH instant. With corresponding AFH slave bitmap setting to 0, the slave addressed by AM_ADDR shall terminate AFH mode and operate at Bluetooth’s original hopping sequence after the AFH instant. If the slave receives LMP_AFH_start0 and is informed to terminate AFH mode, it will ignore the received LMP_AFH_start1 PDU. With corresponding AFH slave bitmap setting to 1, the slave addressed by AM_ADDR shall start to operate in new AFH mode after the AFH instant if LMP_AFH_start1 is received successfully.
	Name
	Length (bytes)
	Type
	Unit
	Detailed

	AFHid
	1
	u_int8
	
	

	AFH slave bitmap
	1
	u_int8
	
	Bit0: reserved

Bit1 = 0: AM_ADDR1 slave terminates AFH
Bit1 = 1: AM_ADDR1 slave starts AFH

Bit2 = 0: AM_ADDR2 slave terminates AFH
Bit2 = 1: AM_ADDR2 slave starts AFH

Bit3 = 0: AM_ADDR3 slave terminates AFH
Bit3 = 1: AM_ADDR3 slave starts AFH

Bit4 = 0: AM_ADDR4 slave terminates AFH
Bit4 = 1: AM_ADDR4 slave starts AFH

Bit5 = 0: AM_ADDR5 slave terminates AFH
Bit5 = 1: AM_ADDR5 slave starts AFH

Bit6 = 0: AM_ADDR6 slave terminates AFH
Bit6 = 1: AM_ADDR6 slave starts AFH

Bit7 = 0: AM_ADDR7 slave terminates AFH
Bit7 = 1: AM_ADDR7 slave starts AFH

	AFH traffic type
	1
	u_int8
	
	Bit0: Link type (LT)

Bit1: Frame type (FT)

Bit2-4: Reservation indication (RI)

	AFH ACL window factor
	1
	u_int8
	
	ACL window factor

	AFH instant
	4
	u_int32
	
	Bits 27:1 of the master Bluetooth clock value

	AFH channel info k-th byte (k = 0~19): 

(4k~4k+3)-th channel info
	1
	u_int8
	
	Bit0-1 = 0: channel 4k is good channel

Bit0-1 = 1: channel 4k is bad channel

Bit0-1 = 2: channel 4k is unused channel

Bit0-1 = 3: reserved

Bit2-3 = 0: channel 4k+1 is good channel

Bit2-3 = 1: channel 4k+1 is bad channel

Bit2-3 = 2: channel 4k+1 is unused channel

Bit2-3 = 3: reserved

Bit4-5 = 0: channel 4k+2 is good channel

Bit4-5 = 1: channel 4k+2 is bad channel

Bit4-5 = 2: channel 4k+2 is unused channel

Bit4-5 = 3: reserved

Bit6-7 = 0: channel 4k+3 is good channel

Bit6-7 = 1: channel 4k+3 is bad channel

Bit6-7 = 2: channel 4k+3 is unused channel

Bit6-7 = 3: reserved


14.3.5.4 AFH mode check

Once the slave’s AFH mode is changed, the master needs to use the slave’s AFH mode to check whether the slave is in the correct AFH mode by LMP_AFH_check_req. That is, if the master starts the slave’s AFH mode, the master needs to check this slave in AFH sequence; if the master terminates the slave’s AFH mode, the master needs to check this slave in the original hop sequence. Note that the LMP_AFH_check_req will also interrupt SCO packets for their higher priority.
If the slave receives LMP_AFH_check_req with correct AFHid, it shall respond by LMP_AFH_check_res with AFHid to inform the master that it operates in the correct AFH mode. If the slave receives LMP_AFH_check with a different AFHid, it just ignores the received LMP PDU.

In order for AFH to converge quickly, LM layer of the master shall start a new time-out event (AFH_time_out) after the AFH instant. If slave has SCO channels, the time-out value is chosen by the master and should be at least 6*Tsco. If slave uses ACL only, the time-out value is chosen by the master and should be at least (6*Tpoll + RBinit). RBinit is the value of the first bad window if AFH instant is in bad window (see the figure below). If AFH instant is in good window, RBinit is set to zero. If the master does not receive LMP_AFH_check_res within the time-out period, the master will return to the slave’s old hop sequence to perform “AFH mode start/terminate” procedure again.


	
	                                       RBinit
	

	Good channels
	Bad channels
	Good channels

	RG
	RB
	



	LMP PDU
	Length
	op code
	Packet type
	Possible direction
	Contents
	Position in payload

	LMP_AFH_check_req
	2
	
	
	m->s
	AFHid
	2

	LMP_AFH_check_res
	2
	
	
	s->m
	AFHid
	2
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