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TDMA Defined

The primary access method supported by the MAC is Slot-cycle Time Division Multiple Access, SC-TDMA. This access method is a distinct variation of traditional TDMA, in which a coordinator, or master station, assigns and governs the times during which stations transmit by assigning each station its own time slot.   A common set of rules governs time slot requests, assignments, and usage.  SC-TDMA protocol is distinguished by a two dimensional array of time slots, such that each column represents a time slot with the same index and each row represents cycle of the indexed of time slots.  A member station, or client, is assigned a, slot-cycle, which is an element in the array with a particular time slot coordinate and a particular cycle coordinate.   Time slots are ordered in time by sequencing all indexed slots in the first row in order, followed by the all indexed slots in the second row in the same order, etc.  The array of slot-cycles is completed when the last element of the last row of the array is sequenced. An example array with 3 slots and 6 cycles is shown in Figure 1.  The sequencing of slot-cycles is analogous to that of pixels in progressive scan television.  The sequence of slot-cycles for the 3 by 6 case is illustrated  in figure 2.

The previous description was actually oversimplified to introduce the concept. In practice, each slot can have a different number slot-cycles assigned to it.  The sequencing of slot-cycles is similar to the previous example, except that the cycle index for a given slot index “j” is counted modulo the maximum cycle count for that slot, Mj.  This can be illustrated for the case where, slot one has M1 = 2, slot two has M2 = 5 and slot three has M3  = 3 as shown in figure 4.  The sequence of time slots for this slot-cycle specification is shown in Figure 3.   Note that some slot-cycles occur more often in the sequence than others, especially those of slot 1.  A station assigned to a slot-cycle in slot one, will be able to access the network more frequently than a station assigned to one a slot-cycle in one of the other slots.  This unequal sharing of slot is the basis for managing, QoS, and will discussed in section __ .
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Figure 4.    Slot-Cycle Sequence for M0 = 2, M1 = 5, M2 = 3
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Figure 3.    Slot-Cycle Array for M0 = 2, M1 = 5, M2 = 3
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Figure 1. Slot-Cycle Array of 3 Time Slots and 6 Cycles
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    Figure 2.  Time Sequence of Slot-Cycles


Overview – Superframe Primary Elements

One role of the Coordinator is to transmit a periodic network beacon.  The Superframe is defined as the time interval from the beginning of one beacon until the beginning of the next beacon.  The beacon itself contains broadcast information about the identity of the network, security related parameters, the number of piconet members, the number of slots and cycles, and timing parameters necessary to define the Superframe and its elements.  A full list of  the beacon fields appears in section __.

The second element in the Superframe is the Contention Access Period, CAP.   This element serves two distinct roles during each Superframe.  The first role allows non-member stations to reply to the beacon (coordinator) and transmit a request to join the network.  If no request is initiated during a defined listening period,  member stations are free to transmit peer-to-peer messages short enough to fit the time constraints of the CAP.  Since any member is free to send, there is the possibility of a collision, which will initiate a retry scenario.

The third element is the Contention Free Period, CFP, during which the SC-TDMA algorithm operates according to the parameters given in the beacon and the slot-cycle assignments made by the coordinator.

For many implementations, this will probably be the final element before the next beacon.  However, it is also possible that the final portion of the beacon interval will be given to a another piconet according to the time parameters transmitted in the beacon.  In this case, the remaining portion of the beacon cycle will be one in which no transmissions will be allowed by the first piconet.  If and how this is used will depend on protocol layers that are above those defined for the MAC.  Allowing for this silent period will greatly enhance ad hoc networking capabilities by supporting meshes of smaller piconets as well as single larger piconets.

The figure below shows the case where the entire CFP is used  SC-TDMA
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9.1 Beacon  {Text TBD}

9.2 Contention Access Period {Text TBD}
9.3 SC-TDMA Algorithm

1.3.1 Algorithm Overview

SC-TDMA was defined section 9.1.  This section will present an overview of the approach to implementing this algorithm that controls the packet overhead and facilitates QoS and automatic return of unused bandwidth to the network members.

· Primary communication mode is peer-to-peer. 
· One station at any one time is a Coordinator. 
· The Coordinator controls Join & Unjoin and transmits the periodic beacon. 

· The coordinator assigns time slot cycles based on the QoS requested for a stream associated with that station.
· Each member station transmits during its assigned slot-cycle (or cycles) if the RSSI is below a predefined level.

· An DIT-CSO exchange with the Coordinator before the peer-to-peer message, is a supported Network Access Mode, NAM.
· Regardless of the NAM, DIT-CSO is never required for sending data that requires a slot that is not longer than an Mslot.
· A slot-cycle length, Lsc is a variable controlled by the member station, within limits specified by the Coordinator.
· If the NAM is DIT-CSO, a transmitting station sends the Lsc either in its MAC header (for small messages) or in RTS for larger then Mslot messages.

· If the NAM is RTS/CTS,  the Coordinator Lsc in CTS.

· If the NAM is not RTS/CTS,  the member station transmits Lsc in the MAC header.  

· Time slots are timed by each member station independently as either Mslots or slots of length Lsc defined by CTS or MAC header, depending on the NAM.
1.3.2 Typical Slot-Cycle Types

Slot-cycle types will include message with immediate ACK, message without an ACK and the Mslot, which defines the size of an unused slot-cycle regardless of assigned length parameters.
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Figure 1. Slot-Cycle Array of 3 Time Slots and 6 Cycles
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9.4 Variation in Slot-cycle position 

This will place values on the variation in slot cycle position versus the number of slot-cycles that have occurred since the beacon. Slot-cycles can be assigned based on power management criteria if the Coordinator assigns the  slots closest in time to the beacon, to those stations requiring the greatest ability to wake up and transmit at a precisely known time.  The following graph is derived from the following PHY and MAC parameter values from a spreadsheet that quantizes key values to units of 16/22e06 Seconds.

Preamble Size
160
Symbols

Preamble Rate
1.1000E+07
Hz

PLCP Header
5
bytes

PLCP Header Rate
2.2000E+07
Hz

PLCP Header Encoding
1
times

MAC Header 
8
bytes

MAC Header Rate
2.2000E+07
Hz

MAC Header Encoding
2
times

Total1  (Preamble and Headers)
1.5500E-05
Sec.

RxTx Time 
5.5909E-06
Sec.

SIFS Time
1.0682E-05
Sec.





Mslot Time ( RxTx + SIFS + Total1 + pad-to-quantize)
3.2000E-05
Sec.

From these values one can produce the following graph of  the variation in slot-cycle time versus the number of slot-cycles since the beacon.  The graph assumes that the largest MPDU size is 1024 bytes and that the smallest slot-cycle size is an Mslot.


The difference between the earliest time when the slot-cycle could occur and the latest time when the slot-cycle could occur is shown in green triangles.  This line represents the maximum amount to time that a station must be awake, before it can transmit if its slot-cycle is counted as the number on the X-axis in the overall sequence from the beacon.  The average waiting time will depend on the statistics of transmission MPDU’s by member stations.

Note that once a station has transmitted in its slot-cycle, the variation in its next transmission time is counted from zero, the start of the X-axis.  Thus, transmitting resets the count and the variability.

It is unnecessary to create a separate graph for the hidden node case, with DIT-CSO enabled.  Since the important line curve is the difference between the Mslot and the maximum slot case, adding DIT-CSO delays to both the Mslot and the maximum size packet will not change this difference.  

9.5 Mslot: Overhead or Fixed Size Slot?

The Mslot or minislot allows bandwidth to be automatically returned to stations assigned to other slots and at the same time limits the amount of bandwidth that can be returned by its finite size.  This is traded off for having a unified a singular slot architecture, with simple rules for timing and counting slot-cycles.  It is also trade off for having the Coordinator that is not involved with polling, or stations explicitly passing tokens to other stations to return the bandwidth not used up in the token passing message. 

The Mslot is also a fixed size slot that can be used regardless of hidden nodes to send a message that does not exceed the length of the Mslot.  Since Mslot is the default slot-cycle size, no DIT-CSO is needed for sending short message that does not exceed its length.  The length of the slot need only be specified if the Mslot must be extended.  A longer Mslot means more data can be sent without DIT-CSO.

9.6 SC-TDMA and Beacon Period

Using SC-TDMA allows the beacon period time to be set independently of QoS allocations. This is not the case for a mixed system, where the latency between occurrences of a single fixed slot includes the beacon.  If video stream QoS is associated with this fixed slot, then either beacon periods of microseconds rather than miliseconds are necessary, or a sequence commonly owned fixed slots is produced within the beacon period.  The structure and overhead associated with this video (say 6 Mbps) stream should be explicitly determined both in terms of time and complexity.

9.7 QoS Management: Dynamic Simulation of 3, 6Mbps video streams, one 1.2 Mbps audio stream with enhanced latency requirements and ASYNC (no QoS) stream sending large amounts of data.

See Example in document 01061r1P802-15_TG3-SC-TDMA.PPT,  Slides 43 to 54

9.8 Joining or Establishing a network

A station that is instructed to join a network through MLME.join-network shall try only to join the network and shall not attempt to establish its own network. Similarly a station that is  instructed to establish a network through MLME.establish-network shall try only to establish its own network and shall not attempt to join the network. During establishing its own network, the station shall make sure there is not an already established network. A station that is instructed through MLME-join-or-establish-network shall look for an already established network. If the station fails to find an already established network the station shall start its own network if it is capable of being a coordinator.

NOTE: Need MLME-join-network-request and MLME-join-network-indicate, MLME-unjoin-network-request and MLME-unjoin-network-indicate, MLME-establish-network-request and MLME-establish-network-indicate, MLME-join-or-establish-network-request and MLME-join-or-establish-network-indicate.

1.8.1 Scanning through channels

All stations shall use passive scanning to detect an established network. That is, stations shall be in the listen mode for a period of time in a channel and look for beacon frames from the coordinators. During such scanning the station shall ignore all the received frames with different network-ID than that of the station itself. Hence all the following description apply only to frames received with the same network-ID.

Stations search for the network by always starting from the first channel and traversing through all the indexed channels available in the PHY. <TBD: index the channels in PHY>. During such searching, if any frame is received with the same network-ID as the station, the searching station shall stay in the channel for a minimum of a second from the time of reception of last frame and look for beacon from the coordinator. If the beacon frame from a coordinator the network detection is considered complete.

During searching, if the station receives a coordinator selection frame from another station, the searching station shall stay in the same channel till the coordinator selection gets complete. If allowed to establish its own network, the station shall participate in the coordinator selection process.

If all the channels are traversed and no frames with the same network-ID is received in any channel, the station shall choose a channel and start the coordinator selection process in that channel, if the instruction through MLME-SAP allowed establishment of its own network.

Channel change after the network is established is described in 9.16.

NOTE: if two stations wake up at the same time, there is a possibility that they could establish two different networks in two different channels. Since the probability of this problem is too low and the solution is simple re-look for network on one of those stations, it is not worth making this scheme any more complex to avoid all the possible pathological problems.

1.8.2 Randomization of network-ID

The process required to choose a unque network-ID is beyond the scope of this network.

OPEN ISSUE: Is this acceptable? A randmization scheme can be chosen with the coordinator’s 48-bit 802-address as the seed.

1.8.3 Coordinator selection process

The coordinator selection process begins with one AC sending coordinator selection frame in a channel where currently there is no other established network. The AC initiating this process shall send the coordinator-selection frame for at least a second inviting other capable ACs to participate. At the end of the indicated timeout in its coordinator-selection frame, the AC shall start sending beacon to establish its own network if there are no other participants. During the indicated timeout the AC shall broadcast its coordinator-selection frame at least once in 20Ks.
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Figure 1. Illustration of coordination selection process

If more than one AC participate in coordinator seletion process, the AC receiving the coordinator-selection frame from another AC shall compare the received coordinator selection parameters with its own following the table listed in 7.<TBD>. If the AC finds its parameters being better than the received ones, the AC shall continue to broadcast the coordinator-selection frame. Under this scenario, the winning AC may also send a directed coordinator-selection frame to the other AC and the other AC is expected to ACK the frame if received correctly. If the AC finds its parameters inferior to the ones received, the AC shall announce its pullout from the competition. This process shall continue till all the ACs except the winning AC announce their pullout. The pullout announcement must be broadcast. In addition, the AC may send a directed frame announcing the pullout to the winning AC. The intended recipient shall ACK the frame.

When no other AC is announcing its intention to compete, the winning AC shall broadcast coordinator-selection frame with action type set to coordinator announcement with a timeout indicated. The winning AC may announce this more than once before the indicated timeout. The winning AC shall take the responsibility of the coordinator and start beacons before that indicated timeout.

The process of coordinator selection is described in Figure 1.

1.8.4 Association

An unassociated station initiates the association process by sending an association request. The new staton shall use the association-address (0xFE) in all of its association frames. The coordinator shall send association response frame indicating the allocated address (AS-AD) of the station. If the coordinator rejects the association, the coordinator shall send the AS-AD value same as that of the association address (0xFE) with a reason code for rejection.

All association request frames shall be acknowledged by the coordinator by sending an ACK frame. None of the association response frames shall be acknowledged. Hence the coordinator shall send a directed frame with Ack-Policy set to immediate acknowledgement to the newly associated station . In the absence of a valid pending frame, the coordinator shall send a directed command frame with null payload. The directed frame shall have the DA equal to the new AS-AD allocated to the currently associating station. This sequence of association response followed by a directed frame to the associating station confirms the reception of the association response by the newly associated station. If the ACK from the newly associated station is not received at the coordinator, the coordinator shall repeat the sequence of association response and the directed frame as illustrated in in Figure 2.

All the frames between the coordinator and the station before the completion of the association of the station shall be exchanged only in the CAP of the superframe.
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Figure 2. Illustration of association process

The AS-ADs are issued in any order that the coordinator wishes, but reuse of the same AS-AD shall be at least a second after the disassociation of the station that was allocated the same AS-AD. 

1.8.5 Disassociation

When a coordinator wants to disconnect a station, the coordinator shall send a directed disassociation frame to that station with a reason code. Similarly when a station wants to disconnect from the network, the station shall send a directed disassociation frame to the coordinator with a reason code.

All the disassociation frames when received correctly are acknowledged by the intended recipient through an ACK frame.

1.8.6 Authentication

Authentication is described in clause-8.

1.8.7 Device registration

While many other implementations of a device registration is possible, this sub-clause describes one simple scheme for device registration that follows same process as that illustrated in Figure 2. The unregistered station shall detect the presence of the network that it wishes to register and send an association request using an all-zero nework-ID. The coordinator may allow such a scheme for registration by sending the association response with an allocated AS-AD. The coordinator shall always use its valid network-ID in its frames. The station shall look for association responses from the coordinator. A valid value of AS-AD in the association response containing the station’s Device-ID indicates that the station is registered.

1.8.8 Coordination handover

If during the life of a network, the coordinator decides to leave the network, the coordinator may choose a station that is capable of being a coordinator as its successor. The AC bit in the capability bit is used to decide whether a station is capable of being a coordinator. Hence any station that does not wish to be the coordinator must set the AC bit to ‘0’ in its capabilities field. The coordinator shall send Coordination-handover command to its chosen station with an indication of handover timeout. The station shall always accept the nomination and obtain the device information from the current coordinator within the indicated timeout period. The new coordinator shall announce its new responsibility as coordinator in one or more of the superframes before the indicated timeout period. The new coordinator shall send its first beacon at the first expected beacon transmission time after the timeout period. The process of coordination handover is described in Figure 3.
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Figure 3. Illustration of coordination handover

9.9 Channel Access

The channel time is divided into superframes with each superframe beginning with a beacon. The superframe is composed of three major parts: the beacon, the CAP and the CFP as shown in Figure 4. The CFP is used for asynchronous and synchronous data streams with Qos provisions while the CAP is used for non-Qos frames. During the CAP, the stations can access the channel in a distributed style using CSMA and backoff procedure. During CFP, the coordinator controls the channel access by assigning time slots to individual stations with each time slot having either fixed or variable start time.
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Figure 4. Superframe structure

1.9.1 Inter frame spacing (IFS)

There are four IFS that are defined. They are short inter frame space (SIFS), retransmission inter frame space (RIFS), Transfer of channel control inter frame space (TIFS) and minislot inter frame space (MIFS). The relation between the IFS is, (SIFS < RIFS < TIFS < MIFS). The minimum difference between two different IFSs is one slot. The actual values of all IFS and slot are listed in <TBD: clause on PHY>.

Both in CAP and CFP, a response frame (ACK/CTS) transmission over the medium must start within SIFS duration after the end of transmission of the previous frame for which the response is intended to. Similarly an SIFS duration shall be allowed between a frame that does not expect an immediate response and the next successive frame transmitted over the medium.

During CFP all stations shall use RIFS for retransmissions. During CAP the retransmissions shall not use RIFS and shall instead follow the CAP rules described in 9.9.2. The rules for acknowledgement and retransmissions are described in 9.13.

The use of TIFS to early start a GTS is described in 9.9.3.2 and the use of MIFS to start a VTS is described in 9.9.3.3.

All stations shall use CCA for all IFS detection except the SIFS. In order to declare the detection of a certain IFS, except SIFS, the channel must be idle for full contiguous duration of that IFS. That is if channel gets busy within that IFS duration, the process of detection of that IFS is restarted from the beginning. The SIFS is allowed between frames without checking for channel being idle.

NOTE for clause on PHY: Define (SIFS < RIFS < TIFS < MIFS duration). That MIFS = (TIFS + slot) = (RIFS + 2 * slot) = (TIFS + 3*slot) = (SIFS + 4*slot).

NOTE: Use TIFS during CAP (same as DIFS in 802.11)

1.9.2 Contention based channel access

<Text is yet to be added>

1.9.2.1 backoff procedure

<Text is yet to be added>

1.9.2.2 RTS window usage(?)

<Text is yet to be added>

1.9.3 Contention free channel access

The channel access during CFP employs slotted time architecture with one slot being assigned to a station. For reasons of power save and synchronous transmissions, some slots may have guaranteed latest start time. All the slot allocations within the current superframe are broadcast in the beacon. Hence if a station did not correctly receive the beacon, that station is not allowed to access the channel during CFP. The process of channel time request and allocation are described in 9.9.3.4.

OPEN ISSUE: if a station did not correctly receive the beacon, that station is not allowed to access the channel during CFP. I know it hurts, but this is a good practice, unless we allow for persistence of the GTS?

The coordinator divides the CFP into several time slots mainly of two categories, guaranteed time slots (GTS) and slot-cycle periods (SCP). Each GTS is a single time slot with guaranteed latest start time. Each SCP is a group of time slots with variable start times with each time slot starting either after an explicit token pass or after the detection of an appropriate number of MIFSs. The selection of stream for transmission during a GTS or a time slot within SCP is determined locally by the station depending on the number of pending frames and the priority of the corresponding streams.

1.9.3.1 Explicit token pass

In some cases the stations are allowed to use the explicit token pass from the stations assigned with previous slot to early start their transmissions. The explicit token pass is the “last frame” indication in the Frame-position field in the MAC header. For a GTS, the token pass shall be valid only if it is transmitted after the slot start time of the station addressed to in the immediately previous CTA block and that slot is also a GTS. For a VTS, the token pass is valid at all times within SCP.

1.9.3.2 Guaranteed time slot

A GTS is a time slot that has guaranteed time duration reserved within CFP. Hence a station that is allocated with a GTS is guaranteed that no other stations compete for the channel at the indicated time and duration of GTS. A station with GTS may or may not make use of all the allocated time duration within GTS. Hence in addition to the originally indicated duration of GTS, whenever allowed the station assigned with a GTS can make use of the explicit token, passed by the station with the immediately previous GTS, to early start its transmission as shown in Figure 5. No station shall be allowed to early-start its GTS without explicit token pass.

If a GTS is allowed to use the explicit token pass, depending on whether the frame carrying the explicit token pass at the end of current GTS require immediate ack or not, there are three different scenarios at the boundary between two GTSs. These three scenarios are depicted in Figure 6. If the frame carrying the explicit token pass needs an immediate ack and the ACK was received successfully at the sender of the original frame, then the new GTS can start only after one TIFS detection after the ACK frame. The reception of ACK can fail due to corruption in either the data/command frame or the ack itself. Hence the station assigned with the current GTS is allowed to retry the original frame as long as the channel time required for the frame and the ACK does not exceed the maximum duration of the current GTS. This restriction is required to guarantee the start of the new GTS. All retransmissions must start within RIFS duration of channel being idle and all retransmissions must contain the token pass if the original transmission of the same frame had the token pass indicated. If the last frame in the current GTS has the token pass indicated, but does need an ACK, then there shall not be any retransmissions of that frame by the sender. The new GTS may start after one TIFS from the end of transmission of the last frame in the current GTS with explicit token pass indicated in it.
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Figure 5. Illustration of use of token pass for GTS

If the new GTS is not allowed to use the explicit token pass, irrespective of the explicit token pass indicated in the current GTS the new GTS shall always start at its guaranteed start time.
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Figure 6. Illustration of early start of a new GTS with Token pass from previous GTS

1.9.3.3 Slot-cycle period

A slot-cycle period is defined by a SC-CTA in the beacon from the coordinator. The SC-CTA block defines the start time and the duration of SCP, both of which are fixed after announced in the beacon. The coordinator also announces the slot allocation within SCP through CTA block that immediately follow the corresponding SC-CTA block and before any CTA block corresponding to GTS or another SC-CTA block. The entire set of slots allocated through these CTA blocks form one cycle of slots. Within a cycle a station may get multiple slots allocated. These cycles shall repeat as long as there is time remaining in the same SCP as shown in Figure 4. Each SCP within CFP shall be defined by a separate SC-CTA block and a set of CTA blocks corresponding to one cycle of slots within that SCP.
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Figure 7. Illustration of SCP, slot-cycle and VTS with an example of 10 VTS in a cycle

A variable time slot (VTS) is a slot within SCP whose start time is determined dynamically through the detection of explicit token passed by the station assigned with the previous VTS or an appropriate number of MIFSs. The explicit token is defined in 9.9.3.1 and is the same as that used in GTS in 9.9.3.2. The exact sequence of the VTSs within a slot-cycle is provided by the coordinator in the beacon through the CTA blocks that follow the corresponding SC-CTA block. All VTSs, except the last one in the SCP, shall end with a frame that indicates the explicit token pass to start the new VTS. If any frame transmitted in the current VTS is correctly received by the station assigned with the next VTS, the next VTS shall start after TIFS period of channel idle with or without explicit token passed in the current VTS. If no transmissions are detected (or correctly received) by the station with an allocated VTS in the current SCP, it shall use the last frame that is correctly received in any slot within the current SCP as the reference frame. Starting from the end of the reference frame, the station shall count number of MIFSs during which the channel is idle. When the count of MIFSs become equal to the difference of its own VST-index and the VST-index in the reference frame, the station shall start its VTS. If there are no other transmissions received by the station, the station shall use the end of its own VTS as the reference for counting MIFSs and count (VTS-index+1) number of MIFSs before starting another of its own VTS.

If during detection of a MIFS, the channel becomes busy, the MIFS counting is suspended. If during that time, a frame is correctly received, the received frame shall be used as the reference frame. If no frame is correctly received but the channel becomes idle again, the MIFS counting is resumed from where it was suspended.

If a station does not have any data during its allocated VTS, the station shall remain silent so that the other stations can detect MIFS.

The end time of a SCP is computed as the sum of the slot-start-time and Max-slot-duration in the corresponding SC-CTA block in the beacon. No VTS shall exceed the end time of the SCP. If a slot-cycle is complete and if there is still time left before the end time of SCP, the slot-cycle restart in the same order as the previous cycle as shown in Figure 7. The VTSs shall reoccur in a circular fashion within the same SCP. That is, taking the example in Figure 7, the first VTS of the slot-cycle VTS0,0 may reoccur after the last VTS of the slot-cycle (VTS0,9) and the second VTS may reoccur after the first VTS (VTS0,0)or one MIFS after the last VTS (VTS0,9), and so on.

The last VTS in the SCP may not get an opportunity to use its allocated Max-slot-duration since the end time of SCP must be honored. Hence, the last frame in this VTS may not have token pass indicated in it.

1.9.3.4 Channel time allocation

The stations associated with a coordinator shall send their changes in bandwidth requirement whenever they observe the change. Once a request for channel time is received from a station, the coordinator shall remember that as the outstanding request for every superframe until, a new request is received from the station. In addition to this the coordinator shall make use of the properties of the stream provided during the stream connection process. The slot assignments within CFP are based on the current pending requests from all the stations and the currently available channel time within CFP. The slot assignments may change from superframe to superframe as seen required by the coordinator. All the slot assignments are broadcast in the beacon. Coordinator may announce the slot assignments in Channel time allocation command in addition to the announcement in beacon. The start time of all the GTSs and SCPs are with reference to the start of beacon frame, whether they were announced in beacon or channel time allocation command. The algorithm used to allocate the channel time and assign slots is beyond the scope of this standard.

1.9.4 Use of RTS and CTS

During a GTS or VTS the station assigned with that time slot may use RTS to declare its intent to use the all or a portion of the time slot for its transmissions. A recipient station shall respond to a correctly received RTS with CTS if the RTS is directed to that station. The end time implied in the RTS frame shall never exceed the end time implied by the Max-slot-duration in the corresponding CTA block.

The RTS/CTS usage within VTS also serves to minimize the problems due to hidden nodes in the network.

1.9.5 Setting NAV

When a beacon is received, irrespective of the network ID contained in the beacon, all stations except the station within the coordinator shall set their NAV to avoid uncontrolled transmissions during CFP. All stations shall set their NAV using the duration field in an RTS/CTS or any received frame to the same end time as implied in those frames. The NAV is not applicable for transmissions during the time slots allocated to the station in the beacon of its coordinator.

Editorial Note: Define NAV and its purpose somewhere in clause-5

1.9.6 Peer-peer communication

Both during CP and CFP, the stations are allowed to send/receive directed frames to/from any other station that is associated with the same network. The stations may use Probe Information command and/or Device Information command to provide/obtain the information necessary to facilitate such transactions.

1.9.7 Time limitations on transmissions

During CAP, any station can contend to transmit its frame following the rules described in 9.9.2. But no station shall cause the transmission of its frame or the expected immediate response frame to exceed the end time of CAP.

During CFP, no station shall cause the transmission of its frame or the expected immediate response frame to exceed the end time of CFP.

During a GTS, the station assigned with that GTS shall not cause the transmission of its frame or the expected immediate response frame to exceed the end time implied in the original allocation by the coordinator.

During VTS, the station assigned with that VTS shall not cause the transmission of its frame or the expected immediate response frame to exceed the implied end time in the Max-slot-duration allocated by the coordinator.

During SCP, no VTS shall exceed the end time of SCP that is implied in the corresponding SC-CTA block in the beacon.

In all the above circumstances, the station shall first check whether there is enough time for the current frame and the immediate response frame after SIFS, if expected, before the implied end time. If there is not sufficient time the station shall cancel the transmission of current frame.

9.10 Synchronization

All stations within a single network shall be synchronized to a common clock using the time synchronization function (TSF). Coordinator sends beacons at the beginning of every superframe to time-synchronize the stations and also to let the stations know about the current time slot assignments.

1.10.1 TSF timer and time synchronization

The TSF is a microsecond resolution clock that is maintained at all the stations with the TSF at the coordinator being the reference clock. The coordinator shall initialize its TSF timer at the time of initiation of the network.

The coordinator sends the value of its TSF timer as the time stamp in each of its beacons to synchronize the other stations in the network. The time stamp value shall be equal to the value of coordinator’s local TSF timer value at the time of transmission of first bit of the Time-stamp field. A station shall always accept the TSF value in the beacons from its associated coordinator and compare that as the reference time with its local TSF timer. Note that since the frame checking is done after receiving the entire frame, the station is required to take a copy of the local TSF timer at the end of beacon frame and adjust it appropriately. The adjustment is required to reflect the local receive time at first bit of the Time-stamp field in the beacon frame. This adjusted value is compared with the time-stamp field in the received beacon. If such an adjusted value of the local TSF timer value is different from the reference time stamp received in the beacon from its coordinator, the station shall set its local timer to the received time stamp value advanced appropriately to reflect the end of beacon reception time.

1.10.2 TSF time accuracy

All station implementations shall maintain the accuracy of the TSF timer to be +0.01%

OPEN ISSUE: Is this good for a cheap system? Should we define PPM of the clock instead?

1.10.3 Beacon generation

The coordinator shall send a beacon at the beginning of each superframe. The slot-start-time in all the CTA blocks in the beacon is offset from the start of the superframe and hence the start of the beacon frame.

1.10.4 Beacon reception

All the stations that are associated shall use the beacon start time, time slot allocations contained in beacon to start their transmissions. The Superframe duration and the Max-CFP-duration in the beacon are used to accurately mark the begin and end of CFP and CAP.

1.10.5 Acquiring synchronization

All stations acquire synchronization through Beacons from the coordinator. The new stations shall use passive scanning to collect beacons and use the information within the beacons for synchronization. A station shall hear at least one beacon before sending its request for association. If a station did not receive beacons from its coordinator, it shall use the same superframe duration indicated in the last correctly received beacon from its coordinator. If a station did not receive a beacon for more than its connection time out period, then the station stops all its transmissions and waits for a beacon before starting association process again.

9.11 Stream management

Stream management involving stream connection, stream disconnection and priority management is described in this sub-clause.

NOTE: Need MLME-stream-connect-request and MLME-stream-connect-indicate, MLME-stream-disconnect-request and MLME-stream-disconnect-indicate

1.11.1 Stream connection

A stream shall be connected only after tripartite communication/negotiation among the station that is originating the stream, station that is the intended receiver of the stream and the coordinator. For a broadcast stream, the involvement of intended receiver is precluded. Once connected, a stream can be communicated in a peer-peer style.

Either the sending station or the intended recipient station for the new stream may send a stream management command with the request for stream connection. The process of stream connection is described in the Figure 8. in all the stream management communications from the coordinator to the other involved station, the coordinator appropriately changes the value of the direction field to imply the same direction of the stream as originally requested.

The values for Direction, security and priority shall be non-negotiable and are decided by the station that is sending the stream connection request. These values shall not be changed anytime after the first transmission of the command frame containing the request for that stream.

All the bandwidth and latency related requirements of the stream shall be negotiated between the sender of the stream and the coordinator. The coordinator decision on the values of the stream Qos parameters that are supported in the network shall be final.

The retransmission window shall be decided between the station that is originating the stream and the station that is the intended receiver of the stream for a directed stream. If the two stations suggest different sizes for the retransmission window, smaller of the two shall be adopted.
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Figure 8. Stream connection process with sender of the stream initiating the stream connection process

In some cases it may be necessary for the coordinator to initiate the stream connection process, even though the stream is supposed to be exchanged between two other stations in the same network. In this case the coordinator sends the request for stream connection to the expected originator of the stream. The originator of the stream may change the Qos parameters in the command. The originator of the stream follows the same sequence of transactions described before for the connection of stream. This is illustrated in Figure 9.
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Figure 9. Stream connection process with the coordinator initiating the stream connection process

If a stream is broadcast, the command transactions during the stream connection are only between the sender of the stream and the coordinator.

Stations may use the stream index of all-zero in data frames that does need stream connection. The coordinator shall not allocate any time slot for data frames with stream index of all-zero.

1.11.2 Stream disconnection

During any of the transactions described in any of the scenarios described for stream connection in 9.11.1, a station (or coordinator) may reject the stream connection by responding with stream management command with “Stream rejection/disconnection” action type. In that case, the coordinator shall communicate the disconnection information to the other station, if already involved.

If a stream is connected and if any of the three stations involved (sender, recipient and coordinator) wishing to disconnect the stream shall send the stream management command with the action type set to stream disconnection. The station initiating such a transaction sends the command to the coordinator. The coordinator communicates the same to the other involved station.

The station sending the command to disconnect a stream shall consider the immediate acknowledgement received for the command frame that contained such a command as the acceptance by the other station.

1.11.3 Priority management

This sub-clause provides guide line rules for priority management. The actual algorithms required for priority management is beyond the scope of this standard.

The coordinator shall always provide preference to higher priority streams to be connected in the network. The coordinator’s shall remember the priority of the streams connected so far and use that information to allocate the required channel time in the order of stream priority.

The stations shall make local decisions on how the streams are transmitted in their allocated time slots. However the stations shall transmit an higher priority stream before lower priority stream data, except the Isochronous streams and streams to power saving stations. The frames that belong to Isochronous streams and the streams meant to currently power saving stations may have fixed transmission time and hence they may be treated differently so as for them to be transmitted only during those fixed durations.

9.12 Fragmentation and de-fragmentation

<Text is yet to be added>

OPEN ISSUE: Should we allow more than one fragment to burst during CAP. Operation can be simplified if we avoid time reservation using data frame during CAP. Hidden node detection (and hence time reservation for one fragment) using RTS/CTS must be allowed, though!

9.13 Acknowledgement and retransmission

There are two types of acknowledgements, immediate ack (ACK) and delayed ack (Del-Ack). A directed RTS frame always has an immediate response in the form of CTS. There are no acknowledgements and hence no retransmissions for a broadcast frame.

1.13.1 Immediate response frame

A directed frame that expects an immediate response frame (ACK/CTS) shall have the “Ack-policy” bits set to 01 to indicate the same. If the intended recipient of a directed frame correctly receives the frame, it shall start the transmission of the response frame within SIFS duration after the end of transmission of the directed frame. There shall not be any response frame expected for a broadcast frame.

1.13.2 Delayed acknowledgement

Delayed acknowledgement shall be applicable only for directed Stream Data frames. The intended recipient of the directed stream data frames is allowed to group the acknowledgement indications into Retransmission request command described in <TBD: 7.4.10.1>. The negotiated retransmission window for the stream and the available transmission opportunities for the intended recipient of the stream govern the frequency of transmission of Retransmission request command.

1.13.3 Retransmissions

During CAP the retransmissions shall follow backoff rules as specified in 9.9.2.1.

During CFP all stations shall use RIFS for retransmission of a frame, requiring immediate ack, as long as the current time slot has enough time for the current frame, SIFS after the frame and the ACK frame. The use of RIFS allows the sending station to detect for the start of response frame at SIFS duration after one transmission and attempt retransmission at the boundary of RIFS if the start of response frame is not detected.

When delayed acknowledgement is used for a stream, the station transmitting the stream data may reject retransmission requests for the frames beyond the negotiated retransmission window for the stream. When retransmissions are rejected, the station transmitting the stream shall send Retransmission Sequence Resync command to recipient of the stream in order to synchronize the retransmission requests.

9.14 Multirate support

A station may choose any defined rate to send directed frames to a destination station if both the destination station and the coordinator also supports that rate. An exception to this is the frame containing the explicit token pass. When a station sends an explicit token pass in a frame, that frame shall be transmitted at a rate that is supported by the coordinator, the station for which the frame is intended and the station for whom the token pass is intended.

All broadcast frames regardless of their type shall be sent at the lowest rate that is supported by the coordinator.

All response frames (ACK/CTS) shall be at the same rate as the immediately previous received frame in the frame exchange sequence.

OPEN ISSUE: If no rates are assumed optional this works. Otherwise it would be pain in the neck to solve this problem. Like in 802.11 we may need to define BasicRateSet etc. Suggestion: let’s make all the rates mandatory and avoid that complexity. If this suggestion works we only need to have the third para in this section. I like it! The thrid para is needed for the sender to estimate the ACK time needed over the medium.

9.15 Repeat service

If the link between the two stations in a network is not satisfactory, either of those stations may request the coordinator to provide the repeat service for that entire link. The coordinator may grant the service if there is enough channel time available for the coordinator to repeat the entire link preserving the quality of service that is currently expected by the streams in that link. The coordinator shall communicate the repeat service grant command to both the stations. The sequence of events for establishment of repeat service is illustrated in Figure 10. During this process if either of the stations does not wish to continue, the station shall send the repeat service reject command to the coordinator. The coordinator shall communicate the same to the other station, if already involved.

Once the repeat service is granted between two stations, the sending station shall continue to send its frames as before. The coordinator shall collect all the frames exchanged between the two stations and repeat them in the time slot of the coordinator (or CAP) with Master-Repeat bit set in the MAC header of the repeated frames. The coordinator shall decide the type of acknowledgement used on the repeated frames.

The coordinator may not be able to provide the best service on this like all the time. If the service is not satisfactory, it is up to the stations to reject the service. If one of the stations associated with the link rejects the service, the coordinator sends the repeat service rejection command to the other involved station. If the coordinator feels it is too much to provide this service for this link, the coordinator may also voluntarily send the rejection command to both the stations.
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Figure 10. Illustration of establishment of repeat-service

9.16 Dynamic channel selection

The coordinator initiates dynamic channel selection if the current Qos requirements cannot be satisfied due to severe conditions of the channel. The coordinator collects the channel status from the stations to arrive at this decision. The coordinator shall send channel status command with its channel status in a directed or broadcast command frame to request the stations to provide their channel status in return. The algorithm required to use the channel status information and arrive at the decision of changing channel is beyond the scope of this standard.

Once the decision is taken to change the channel, the coordinator shall announce the network to keep quiet by broadcasting Remain-Quiet command with the timeout period. Within that indicated timeout the coordinator may change to one or more other channels to check if the channel is good and return back to the current channel. If no beacons received after this timeout period, the stations must assume they are disconnected and start association process.

If coordinator returns to the current channel within the indicated timeout, the coordinator shall send beacon to cancel the remain-quiet state of the network. Once the network is resumed the coordinator may send beacon with the channel change element indicating the new channel and the timeout for changing channel. The stations that received the beacon with channel change element shall change the channel to the indicated new channel within the indicated timeout duration and wait for beacons in the new channel. Whenever another channel is not available, the coordinator may decide to stay in the same channel and hence may not send channel change element in its beacon following the cancellation of remain-quiet state of the network.

The dynamic channel selection process is illustrated in Figure 11.
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Figure 11. Illustration of dynamic channel selection process

9.17 Power management

<Text is yet to be added>

9.18 Transmit power control

<Text is yet to be added>

9.19 Frame exchange sequences

<Text is yet to be added>

NOTE: all the frames can be transmitted either in CAP or in CFP
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Stream Management command



Action Type: stream decision. Changes value of direction field to imply the same direction as in the request. Retains the Priority and Security parameters from the request. Uses the Request identifier value from the request.



Uses the Retx window size from recipient’s acceptance. Uses the already issued  Stream Index.







Stream Management command



Action Type: Acceptance for stream connection. Uses the values for Direction, Priority and Security parameters as before. Uses the Request identifier value as before. Uses the issued stream index. If sender of the stream, chooses minimum of suggested value for size of Retx window
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Action Type: Stream acceptance



If recipient of the stream suggests size of Retx window. If sender of the stream, chooses minimum of suggested value for size of Retx window



















































Stream Management command



Action Type: stream decision. Changes value of direction field to imply the same direction as in the request. Retains the Priority and Security parameters from the request. Uses the Request identifier value from the request.



Issue a valid Stream Index.
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Action Type: Request for stream connection. Chooses Direction, Priority and Security parameters. Chooses Request identifier value. Use all-zero stream index in the request. Suggests Retx window size.
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Stream Management command



Action Type: Request for stream connection. Chooses Direction, Priority and Security parameters. Chooses Request identifier value. Use all-zero stream index in the request
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