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1 Channel classification

Channel classification is required in both of the two non-collaborative coexistence mechanisms. Adaptive packet selection and scheduling adjusts the packet types and transmission timing according to the channel condition of the current hopping channel. Adaptive frequency hopping generates the new hopping sequence based on the result of channel classification.

The purpose of channel classification is to determine the quality of each channel needed for packet or channel adaptation. The major concern of the quality should be interference. Interference free (or low-interference) channel is classified as “good” channel, while interference laden (or high-interference) channel is classified as “bad” channel. Channel classification information will then be passed between the Master and the Slave using LMP commands defined in LMP section of the AFH clause. 
The mechanism of adaptive frequency hopping will require further classifying the “bad” channels into two sets: “bad kept” channels and “bad removed” channels to enable more intelligent processing. Thus each channel is classified as one of the three types: “good”, “bad kept” or “bad removed”. This further classification is described in more details in the clause for adaptive frequency hopping.

The channel classification implementation is up to coexistence mechanism solution vendors, so the first two sub-clauses show examples of channel classification methods and procedures. Since there may be vendor-specific variations and even implementations besides the examples described here, a testing procedure is given in the last sub-clause to provide an objective criterion to qualify and accept a channel classification implementation.
Ed note: Terminology consistency for good/(bad) kept/(bad) removed need to be preserved across all related AFH/Channel classification/LMP commands clauses. Global terminologies may also need to move to the start of the entire draft. This channel classification draft for now is consistent with the TG2 AFH draft in this part.
1.1 Methods of classification
There are quite a few channel classification methods. This section exemplifies several channel classification schemes: packet loss ratio, RSSI, and carrier sensing, which can be used separately or jointly. Other channel classification method is possible and acceptable as long as it can pass the testing procedure describe later in the recommended practice. Once the channels have been classified, the classification list (usually a bit map standing for conditions of different channels) will be used to compile a final list of good and bad channels. The devices will then adaptively select and schedule packets or hop to new sequence based on this classification list (with channel information exchanging via LMP commands).

The classification methods should use time based averaging to avoid incorrect classification due to instantaneous disturbances (e.g. other frequency hoppers).

1.1.1 Packet loss ratio (PLR)
The quality of transmission in a channel can be determined by the packet loss ratio. A packet is deemed lost due to failure to synchronize the access code (or access code correlator fails), HEC error, or CRC error. 
By measuring the ratio of lost packets to received packets, it is possible to compile a list of PLRs for each of the channels. At the expiration of the classification quantum, a channel is declared “bad” if its PLR exceeds the system defined threshold. This threshold is vendor specific.



At any receiving time slot (i.e., each odd time slot), the Master will know whether to expect a packet from one of the Slaves. These packets (during connection) contain at least an access code and a header. A packet loss is declared if the access code correlator fails, the HEC fails or, the CRC fails for a payload bearing packet. 

Likewise, the Slave may also compute on the received packets for channel classification. Each time that a packet is received by a Slave, it requires that both the access code and header be received correctly, and the CRC on the payload shall be checked as well. If the CRC is correct, the packet has been received correctly, otherwise the packet is declared as lost. In the same way, the Slave may compute the packet loss ratio and apply a threshold to compile the classification list.
Similar to the PLR concept, it is also possible to consider separate metrics, such as HEC error profile, or profile for BER (Bit Error Rate) or  (payload only) PER (Packet Error Rate).
Ed note: Will PLR be merged with PER used in TG2 draft? The current TG2 draft has no explicit definition for PER. If PER is for payload only, then PLR is different from PER. Otherwise they are the same.

1.1.2 RSSI
RSSI can be used to evaluate channel condition and thus classify the channels. There may be different usages for RSSI. 
One example is: 
if RSSI is high and an error is detected or a packet is lost, the channel is likely to suffer from interference and is considered as “bad” channel. On the other hand, i
n time slots where no response is expected, the Master can monitor RSSI. The averaged RSSI for each channel is recorded, and a threshold is applied at the end of the classification quantum. The threshold is vendor specific. This then allows for the channel classification list to be compiled for later use.
1.1.3 Carrier sensing
Carrier sensing is more robust and helps to classify the type of the interference. Within a specific time interval, an interfered channel is identified upon detection of a high-rate 802.11b PHY signal. The scheme is similar to that of CCA Mode 4, defined in IEEE Std 802.11b-1999.
1.2 Procedures of classification 
This section instances the procedure for channel classification. The classification procedure may be executed at the Slave side or at the Master side. The Master may integrate the channel classification returned from the Slaves. The channel classification can be performed by blocks, during the connection state or offline. The following subsections elaborate on each of these procedures.
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1.2.5 Slave’s classification data

A Slave may perform channel classification and send the classification data to the Master when it is requested by the Master. Each channel is classified as one of the two types: “good” or “bad”. The transmission of slave’s classification data should follow the LMP format and procedure defined in the AFH clause.
1.2.6 Master’s classification

Master should perform channel classification. Master may collect slaves’ classification data. Master should make the finial decision for the channel classification of the piconet. Each channel is classified as one of the two types: good or bad. Master may collectively use the information responded from the slaves to make the decision, or it can put more weights to what the Master itself observes. 
For packet selection and scheduling, Master does not have to send its decision to the Slave. For AFH, the final decision should be transmitted to the slaves and should follow the LMP format and procedure defined in the AFH clause.
The mechanism of adaptive frequency hopping requires further classifying the bad channels into two sets: bad kept channels and bad removed channels. Each channel is thus classified as one of the three types: “good”, “bad kept” or “bad removed”.  Thus we have a total of NU + NBK + NBR = N = 79 (or 23) channels, where NU is the number of “good” channels, NBK is the number of “bad kept” channels, and NBR is the number of “bad removed” channels.

This further classification is explained in the clause of adaptive frequency hopping. Please refer to the clause for AFH.

Ed note: Need to check whether LMP commands for distribution methods are common among AFH and Packet scheduling etc! (Check w/ Adrian and HK).
1.2.7 Integrating slave’s classification data

The Slave may classify channels based on of the methods described in Section 1.1. This section discusses how the Master may use the classification information from multiple Slaves to compile a list of “good” and “bad” channels. The method of distributing this data is described later.

There may be up to seven active Slaves in a piconet, and each may support the function to produce a classification list. Once these classification lists have been received by the Master, they should be integrated into the final classification list, which will be used during adaptive hopping.

For the Master to evaluate and classify for the overall channel conditions, we need

Si,j  = Slave i's assessment of channel j, either “good” (1) or “bad” (0)

Mj  = Master’s assessment of channel j, either “good” (1), “marginal” (0.5) or “bad” (0)

NC  = number of channels (79 or 23), depends on mode

NS  = number of Slaves which have sent back their classification data

F    = for master-centric weighting function,  
where F(0, 
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where the quality of channel j is given by:
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To determine if indeed a channel is “good”, a threshold (say, > 0.5) should be applied to Qj to determine if the quality of channel j is high enough.

The Master then compiles the final list of “good” and “bad” channels to be distributed to every supporting device in the piconet.

1.2.8 Block channel classification

To reduce the time that classification will take, it is possible to reduce the number of measurements required at each channel. The procedure is to group channels into blocks and classify the blocks instead of the channels. This will, however, compromise the accuracy of the measurements at each channel.

Using the PLR classification method as an example, we recommend that the requirements be as follows:

NC
= number of channels (79 or 23), depends on mode

NBLK 

= new channel block size where 
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= packet loss ratio on each of the NC channels where 
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the resolution of the packet loss ratio is less accurate per channel, however the time required to complete the classification might be reduced by a factor of NBLK.

1.2.9 Classification during connection state

During the connection state, it is advantageous to use single slot packets (such as DM1 or DH1 packets) for channel classification. This will increase the number of packets that can be used for the channel classification measurements and decrease the likelihood of an incorrect classification. Using such packets will allow for the device to dedicate a much shorter period of time to channel classification.
Instead of sending packet to actively probe the channels, the device may make background RSSI measurement during idle slots. This avoid extra traffic transmitted to the air due to active probing.
1.2.10 Offline classification

Offline classification takes place at a time in which there is no connection with other devices. This classification may involve background RSSI measurements. These measurements should be completed quickly so as to allow for the reduction of the classification interval. 

To implement this kind of classification, the Master would typically put the network on hold and start scanning the channels as described above. Once the channels have been scanned for a long enough amount of time, a threshold is applied to the measurements, and those channels that exceed the threshold will be deemed “bad” channels.


· 
· 
· 



· 
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1.2.10.1 


1.2.10.1.1 


1.2.10.1.2 


1.3 Testing procedure 

Although the channel classification mechanism is implementation specific, it is required to pass a testing procedure to guarantee its minimal performance, such as correctness, speed.
The testing procedure includes the following items: 
1. Interference source and device(s) with channel classification implementation under test;
2. Position, transmission power, traffic and packet type for interference source and device(s) under test;
3. Performance criteria: classification speed, and probability of error
Any implementation of the channel classification mechanism should be tested by the following procedure and conforms to the following criteria.

Environments:
(1) Interference source: a pair of 802.11b AP/STATION. The AP is positioned at (0, 15) meters, and the STATION is positioned at (0, 5) meters, transmission power = +14 dbm, packet interarrival time = 2.52 ms (11 Mbit/s).
(2) A pair of 802.15.1 master/slave devices under test, with slave positioned at (0, 0) meter, master positioned at (1, 0) meter, transmission power = 0dbm, transmission packet type = HV1 and DM5, packet interarrival time = 29.16 ms.
Requirements:
(1) The channel classification should be done within Tclassification = k * 625 s, where k is 1600 for packet selection and scheduling, and 1600 for adaptive frequency hopping. 
(2) The error probability of the channel classification should be less than Pclassification_error = 0.1.
Ed note: Have to decide if this section is needed ever. Testing for BT qualification? Follow what BT SIG will instruct? And check w/ Coexistence WG of BT SIG. Outcome (e.g., error probability) is mandatory. Bounded behavior? 
David comments: In TG1, testing procedure is testable?
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Figure 1: Adaptive hopping system overview.
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Figure 2: Adaptive hopping outline
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Figure 3 Channel sets relationship
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Figure 4 Block diagram of AFH Box for mode H
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Figure 7 Block diagram of partition sequence generator for SCO
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Figure 9 Block diagram of AFH Box for mode L
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Sequence 2: Master requests and receives slaves’ classification information.
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Sequence 3: Master request of slaves’ classification information fails
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Sequence 4: Slave sends classification list to Master.
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Sequence 5: Master sends new classification list to slave and AFH is started.
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Sequence 6: Slave reject AFH request.
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Sequence 5: Master requests slave to return to regular 802.15.1 hopping mode.
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