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What is a mesh network?

A mesh network by simple definition is a network where nodes in the network can forward information traffic that is not intended for the node. In fact, many networks are mesh networks and good examples of these are the Internet and the telephone system. If a packet of information (data or voice) has not reached its intended destination, that node simply forwards it. The individual nodes act as repeaters, and forward data not intended for them to one or more of their neighbours. For example, a node could copy the packet to all of its neighbours, but this method would be very inefficient. Instead each node keeps some sort of routing table that tells it to which of its neighbours a packet with a particular address should be forwarded. Networks can be either fixed, where the number and connection of the individual nodes are static or fixed in place, or ad-hoc where nodes and connections can come and go.
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Routing discovery

Routing defines the route a message takes to traverse the network from one node to another. A static network can use static routing, since the connections are fixed. For an ad-hoc network dynamic routing must be used since connections are not permanent, and therefore cannot be relied on. The routing table in each node describes the path to take for any other node on the network, and some measure of goodness of the path. At the least, the routing table describes to which of its neighbours that particular node is connected so a packet of data can be forwarded correctly. 

In a static network the node may be born with the routing table. However, a dynamic network needs some means of discovering and remembering the optimal routes.  For a small network a “ripple search” can be used. The analogy is with throwing a stone into a pond, and watching the ripples spread. If node A wants to find the route to Node B, it sends a routing discovery packet to each of its neighbours. 

If the neighbouring node knows the route – as it may actually be the destination or  may have the destination stored in its routing table – it replies positively and with some measure of goodness (distance) of the route; for example, the number of hops to reach the destination or the available bandwidth of the slowest link. If it does not know the destination it, in turn, asks each of its neighbours. Thus, the search spreads out like ripples on a pond. Refinements in the routing packet include:

· adding a hop count to the query so routes that are getting too long are pruned

· a list of nodes transversed thus far so a circular routing is discovered before the hop count maximum is exceeded.  

When all  (or a sufficient number) of the node’s neighbours have replied, or timed-out, the node can then chose and store the “best” route at that moment.

In a dynamic network, when a packet is returned as being unable to be delivered using the existing stored route, for example because a link has broken or a node in the chain is no longer there, the source node can start a new search for the destination. The routing table can be built incrementally, with new destinations added as packets requesting that destination are needed to be transmitted.

Ripple search works just fine for small networks - say a few tens of nodes. However, for large networks it is inefficient. The problem is that as the ripple spreads, the amount of search traffic grows, and most of that search traffic is wasted. If each node has say 10 neighbours, then in two hops 100 messages are generated and in say in 10 hops 10^10 (or 10 billion) search messages have been generated. The search traffic rapidly outnumbers the actual data traffic, as the traffic grows exponentially with the number of hops permitted and the number of neighbours for each node. 

There are no good solutions to the problem of exponential growth of search traffic. Approaches that have been proposed include:

· Impose a hierarchical structure for searches on the network, with local controllers that know about the nodes in their region or branch of the hierarchy, and so reduce the search tree. The problem here is that the higher-level nodes can clog and act as a bottleneck. Reliance on particular nodes can be reduced by redundancy, or by a democratic structure whereby one node in the cluster is somehow elected to act as the supernode. But if it dies, it can be replaced with a new election. 

· Regularly broadcast, from some master node, the latest “known good” routing tables, or at least the changes since the last broadcast. The Internet DNS system works a bit like this. Again there are issues on how to select the master node or nodes, keep it or them updated, and replaced if it failed, but these can be solved without needing exponential growth in traffic.

UWB and Meshes

How do mesh networks relate to UWB wireless systems?

UWB wireless links have the characteristic that the bandwidth decreases rapidly as distance increases. This is a fundamental property since the signal strength is limited at the transmitter by the FCC regulations, and at the receiver by the thermal noise in the receiver and amplifiers. The indoor channel rolls off with something in excess of the third power of distance.
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(Source: Intel Architecture Labs)

On the other hand, UWB supports tens and, depending on the implementation, potentially hundreds of simultaneous non-interfering channels, within radio distance of each other. Using a mesh allows us to trade some channels for increased performance. 
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Suppose node A wishes to communicate with Node B, which is, say 10m away. The available bandwidth directly between the two is 100Mbs. However, located halfway between is Node C, 5m from each. The available bandwidth to Node C, because of the shorter distance is 250Mbs from each node. Using Node C as a relay, and assuming that Node C can handle the traffic, A and B can communicate at 250Mbs, over twice as fast as via the direct path. Thus one advantage of using mesh like repeater capability in the node is that throughput is increased.

Another advantage is that distance is increased, and otherwise impossible places can be reached. Nodes can communicate via intermediaries, which would not be in radio range of each other. For example, in a large office cube farm, nodes not within say 30m radio range could still communicate by hopping via intermediate desks. In a home, the TV could act as a repeater from the set-top box to, say a bedroom TV. Mesh networks can get round obstacles using strategically placed repeaters; for example, through a thick or metal lined wall, or up an escalator in a subway station.

Mesh networks have other attractive properties as well.

· Available bandwidth increases as devices are added, up to the limit of the locally available channels, which in the case of UWB is large. If you want your office network to go twice as fast - just double the number of repeaters.

· Where nodes are multiply connected, there is no single point of network failure, other than the node itself. Redundancy, soft failure, and fall-back are automatic. Units can be taken out of service, for example for maintenance, with only limited effect on the network as whole.

Mesh architecture, combined with UWB wireless technology allows a very easy installation of a communications infrastructure for office, home or elsewhere. All that is needed is to scatter repeater modules roughly every 10 metres. All they need is power, so they can conveniently be co-located with ceiling lights or with floor power boxes. Plug and play! The repeaters will rattle together to form a net. Want it to go twice as fast? Put the repeaters every 5m.

Mesh networks can also span technologies. For example, two different radio networks in two different buildings that are linked by one or more wired links could be integrated into the same mesh network. The wired links would just appear to be links between the two relevant nodes.

Mesh and location services

Mesh networks combine well with the location aspect of UWB, as envisaged by the IEEE 802.15.4a study group. If the location of the first two repeaters is known (or three for complete un-ambiguity), the location of every other one can be calculated by successive triangulation, using these as a baseline, much like the way maps were originally measured.
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With proper design and software the infrastructure is automatically created and calibrated to provide both communication and location services. Just plug in the nodes. An emergency worker could just scatter self-contained nodes as they go.
Of course, in the real world walls and other obstacles can diffract wireless signals. But, given a map of the building, these distortions can be calculated and to some extent compensated for to give positioning accuracy to centimetres in normal circumstances.

Integration with IEEE 802.15.3 MAC

The 802.15.3 MAC presents a rather different network architecture, with the notion of “piconets”, each with a piconet controller. The reasoning is that many devices in a cluster (or piconet) of devices might be quite simple, such as a wireless TV remote control. Some devices may have more capability, such as the media centre, which might act as the piconet controller. The protocol provides means to select or change piconet controllers; for example if a  new and more capable device is added to the cluster. It may be thought that the piconet controller introduces a single point of failure vulnerability, but since the protocol provides the means for the cluster to select a new controller, a new one can be elected in case of failure. The scheme can thus be made robust, although the change-over may take time. 

 Piconet controllers may be connected by wireless or fixed links.
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Normally, messages between devices in the cluster will go via the piconet controller. However, the protocol allows for direct traffic between two nodes (such as A and B in the diagram), for bulk data transfer, provided that the connection is managed by the piconet controller.

The current MAC is connection oriented, with the assumption that only one connection is active at one time, although multiple non-interfering channels can occupy the same physical space using some spreading function. A mesh makes different assumptions and may need several channels routing through the same node, although the node may be several closely coupled devices. This implies some form of QoS, prioritization and sharing of resource,
Lightweight implementation

Lets considers smaller networks  with a  few tens of nodes such as might be found in a home or office environment. If the diameter of the mesh in terms of the maximum number of hops needed to reach a node is small and the branching at each node is limited, then the maximum search is also limited. If we assume say a maximum of 5 hops and a branching factor of 4, then a maximum of 1024 messages are generated. For a mostly static network where a search is a comparatively rare event, this is quite acceptable, and a comparatively lightweight protocol can be used, without the need to store large amounts of data at each node. In such a network, the entire mesh protocol can be conveniently implemented on-chip.

Conclusions

Mesh networks have been predicted* to be the killer application for UWB radio systems. A mesh network:-

· Extends distance and communication speed

· Allows effortless installation of a communications infrastructure 

· Self-configures, is self diagnostic and self-healing

· Provides resiliency, with no single point of failure

A lightweight mesh protocol, suitable for meshes with a few tens of nodes such as might be found in a typical domestic environment can be conveniently integrated into the UWB system chip.

*“one potentially dynamite combination would be with UWB…the technology is ideal for dense meshes” ZDNet UK Tech Update April ‘03

Issues to be resolved:  

Protocol level: Should this be in the MAC at all?
Multiple connections, scheduling, etc

Routing and discovery: Extra packet types, extra info in headers (e.g. hop count, destination)
End-to-end QoS?

Mesh channel bonding for performance?


Fast piconet switching.
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