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Impact of UWB Rules Interpretation on Interference Levels as Predicted by APDs for MB-OFDM, AWGN, and DS UWB waveforms
Executive Summary:

The FCC enacted rules for ultra wide bandwidth (UWB) technology in July of 2002. At the time, UWB technology was understood to be based on sending sequences of short RF wavelets, or impulses, modulated in time (i.e. PPM), amplitude (i.e. PAM), or shape (e.g. BPSK, QPSK, QAM). More recently, a frequency hopping (FH) orthogonal frequency division multiplexing (OFDM) implementation has been proposed as one option in the IEEE 802.15.3a standards body. With this scheme, a victim receiver sees bursts of energy separated by quiescent intervals. The FCC refers to an on/off signal as a “gated” signal. In order to compensate for transmitting no power in the quiescent intervals, FH/gated OFDM proponents want approval to emit higher power levels during the bursts. The allowed emission level under the UWB rules, however, is in question. Compliance with the FCC rules is a key issue at IEEE. Minimizing potential interference from UWB devices is a key issue for industry, IEEE, and all regulatory bodies (including international). The interference issue is critically important because the adopted standard will be deployed in the millions.
At the heart of the issue is that the FH-OFDM signal appears as gated or intermittent signal bursts in a victim receiver. To limit interference, the First R&O on UWB says that 

“measurements on a stepped frequency or frequency hopping modulated system are performed with the stepping sequence or frequency hop stopped.”

And the rules say:

“If pulse gating is employed where the transmitter is quiescent for intervals that are long compared to the nominal pulse repetition interval, measurements shall be made with the pulse train gated on.” 

While it would appear that the intent of both rules was to effectively limit interference by limiting high burst emissions, FH-OFDM proponents have argued otherwise. To resolve the question, a request for declaratory ruling was filed to ascertain how “frequency hop stopped”, and “gating on” were to be interpreted in the context of gated and/or frequency hopped OFDM signaling.

The request for declaratory ruling proposed two possible interpretations. Under interpretation “A”, the OFDM symbol bursts would be limited to −41.25 dBm/MHz. Under interpretation “B”, OFDM symbol burst levels higher than −41.25 dBm/MHz would be allowed, as long as the RMS power over 1ms in a 1 MHz resolution bandwidth (RBW) met the −41.25 dBm limit, and the limit on peak power in 50 MHz RBW was met. But the FCC declined to interpret its rules regarding this question and suggested that the IEEE study the interference effects of FH-OFDM, and report on precise parameters for the FH-OFDM they would want approved.  Therefore, future FCC action is unclear.

Because interpretation “B” allows higher power operations, FH-OFDM proponents argue that interpretation “B” is correct. Note however, that the allowance of higher bursts DOES NOT improve the UWB radio performance compared to methods that operate without high bursts.  In fact, FH-OFDM needs the higher power to offer similar communication speeds and distances to methods that operate without high bursts.

This paper, presents several reasons why interpretation “B” must be incorrect, and other reasons why interpretation “A” must be correct. Most significant is that interpretation “B” opens the way for much higher interference levels than might have been anticipated from the rules. To avoid generating excessive interference, FH UWB manufacturers could use system parameters very different from those IEEE is considering today.

The rules, regardless of interpretation, do NOT speak to or restrict the parameters of the gated and frequency hopped systems. Enacting interpretation “B” would legalize a much broader set of parameters than the precise definition of characteristics for a particular system that the IEEE might propose today. Because of this broad parameter space, “B” would allow long-duration high-level bursts which cause interference to a much broader class of receivers (even victims with bandwidths of a few hundred kHz like commercial FM) at levels far in excess of those that would be allowed under interpretation “A.” 

FCC and NTIA test have confirmed that UWB under “A” is safe for ALL UWB (including FH & gated). On the contrary, UWB under “B” may NOT be safe. FCC and NTIA has not tested FH and gated UWB systems under “B.”
To illustrate the broad impact of “B”, this paper compares the effects of several forms of UWB emissions using an Amplitude Probability Distribution (APD) plots
. APD plots show not only how big peaks are, but how often they occur. They distinguish between systems with, for example, high peaks with low percentage presence, to low-peaks with high or continuous presence. NTIA and FCC use them because they are very good at characterizing and predicting interference effects.

The forms of UWB emissions considered, include gated or frequency hopped (FH) OFDM, gated and non-gated white Gaussian noise (WGN), gated and non-gated high-pulse-rate direct sequence (DS) bi-phase impulse waveforms, and low rate impulse waveforms. The effects of these waveforms are evaluated at victim bandwidths of 200kHz, 1 MHz, 3 MHz, and 50 MHz. The analysis results show two important facts:

· That WGN can be used to evaluate DS systems and that gated WGN can be used to evaluate gated/FH OFDM systems or gated/FH DS systems.

· Emissions from high-PRF BPSK and QPSK systems are essentially equal to WGN regardless of the victim receiver bandwidth.

· Gated-OFDM and FH-OFDM emission levels are essentially equal to gated-WGN – i.e. where the gate on/off times are equal (or hop times into the victim band match the WGN gate times).

· That gated/FH-OFDM can generate significantly higher (over 10 dB) interference levels than WGN, or DS in a very broad class of victim receiver bandwidths extending upwards from 200 kHz.

The first point supports simplified testing and analysis procedures. This behavior allows anyone to test the effects of gated OFDM and DS systems by using a test setup that is as simple as a noise source and an RF switch driven by a common off-the-shelf pulse generator.

The second point confirms and demonstrates that gated/FH-OFDM systems, operating under interpretation “B”, cause more interference than is anticipated by analyses based on low duty cycle impulse radio or based on WGN – i.e. the analysis used to support the Report and Order and the Rules.

As a result, IEEE, industry, and regulators should have serious concerns over the impact of going forward with interpretation “B” and request that the FCC adopt interpretation “A”.

Introduction

The FCC enacted rules for ultra wide bandwidth (UWB) technology in July of 2002. At the time, UWB technology was understood to be based on sending sequences of short RF wavelets, or impulses, modulated in time (i.e. PPM), amplitude (i.e. PAM), or shape (e.g. BPSK, QPSK, QAM). Analysis & testing done prior to the R&O were based on a key assumption about what constitutes UWB. It was assumed that pulses were used where the signal bandwidth and pulse duration were fundamentally related (i.e. reciprocal)
. This relationship was true of all previously considered UWB systems. Examples include low-PRF narrow-pulse high-peak-power systems from companies like Time Domain Corp and Anro Engineering Inc., and high-PRF narrow-pulse low-peak-power systems from XtremeSpectrum Inc.

In these systems, the concept of a pulse repetition interval is well defined and understood as the interval between the narrow pulses. So the interpretation of 15.521 (d) “long compared to the nominal pulse repetition interval” was clear. Suppose, for example, this rule were applied to a DS UWB system having a pulse repetition interval of 2ns (500 MHz PRF) and bandwidth of 500 MHz. If this signal were gated on for 624 ns and gated off for 1248 ns, then the 1248ns would clearly be “long compared to the nominal pulse repetition interval” of 2ns. Therefore, the “gating on” rule would be applied, the 624ns burst would be limited to −41.25 dBm/MHz, and interference be strictly limited.

More recently, however, a frequency hopping (FH) orthogonal frequency division multiplexing (OFDM) implementation has been proposed as one UWB solution for the IEEE 802.15.3a standards committee. The FH-OFDM proponents argue that the OFDM signal, which can land on a victim for 624 ns and then hops away (i.e. be quiescent) for 1248 ns, should not have the rule applied in the same way.

The victim receiver, however, does not know the difference. Simply because the wideband symbol was constructed differently from the DS signal, does not change the fact that the victim hears energy gated on and gated off, just like the DS signal in the example above.
To resolve the question, XtremeSpectrum and Motorola formally requested an FCC declaratory ruling on test procedures for FH and gated systems. The FCC declined to respond until presented with a specific FH-OFDM implementation, and suggested that the IEEE look into the interference effects. So the allowed emission levels for UWB FH-OFDM are in question. This paper addresses the FCC’s question regarding interference.
The paper is divided into 7 sections. Section 2 reviews and illustrates the FCC rules on hopping and gating and the two proposed interpretations. Section 3 reviews the amplitude probability distribution (APD) that is used to compare potential interference effects of the various systems and parameters. Section 4 is a brief overview of FH-OFDM and its characteristics. Section 5 is a brief overview of direct sequence (DS) bi-phase UWB and its characteristics. Section 6 shows time domain waveforms that would come from the detector of some victim radio systems in response to DS and FH-OFDM UWB emissions. Section 7 shows APD plots for a host of transmitter and victim parameters. This section gives the reader a good idea of how different victim receivers (i.e. with different resolution bandwidth -RBW) would respond to a variety of different hop parameters (i.e. on-time and off-time or duty-cycle and PRF as seen by the victim) that would be allowed under the rules using interpretation “B.” Section 8 briefly summarizes the key results.

The two proposed interpretations of the FCC rules on hopping and gating.

To a victim receiver, both gating and frequency hopping have the same effect—they generate a burst of interference while the gated signal is on, or while the hop is in the bandwidth of the victim, and then they generate no interference for some quiescent period while the signal is either gated off, or is operating in a different frequency band. Figure 1 illustrates a frequency hopping system where each hop occupies a wide spectral band, and this band is hopped sequentially between three non-overlapped frequency-bands. A single band in Figure 1 (i.e. if two of the bands were erased) illustrates the signal from a gated system. A victim receiver operating in band A, for example, would see a burst of interference followed by no interference while the transmitted signal was in bands B and C. Similarly, for a gated UWB system, the victim would see a burst of interference while the UWB transmitter was active, and then no interference for some quiescent period (in this case, over the duration where the frequency hops are in the other bands). This intermittent behavior is important because the First R&O on UWB says that 

“measurements on a stepped frequency or frequency hopping modulated system are performed with the stepping sequence or frequency hop stopped.”

And the rules say:

“If pulse gating is employed where the transmitter is quiescent for intervals that are long compared to the nominal pulse repetition interval, measurements shall be made with the pulse train gated on.” 

When doing a compliance test, does this mean:

Option A: 
Measure the energy in band A, with the hopping stopped so that all the energy (i.e. including the energy that would normally go to frequency bands B and C) is going into band A?  This is the "Continuous-Energy Test," depicted in Figure 2.
Or

Option B:
Measure only the intermittent energy in band A, and ignore the energy that would normally (i.e. if the hopper were running) go to bands B and C. This is the "Intermittent-Energy Test", shown in Figure 3.

The same options with identical results apply for measuring gated systems – does the rule mean:

Option A: 
Measure the energy in band C, with the gating stopped so that the energy is being continuously transmitted (i.e. transmitting in time slots A and B that would normally be gated off). This is the "Continuous-Energy Test," depicted in Figure 2.

Or

Option B:
Measure only the intermittent energy in band C, and ignore the fact that energy is coming out intermittently in bursts followed by quiescent intervals. This is the "Intermittent-Energy Test", shown in Figure 3.

[image: image1.emf]Time

Frequency

Amplitude

A

B

C

Time

Frequency

Amplitude

A

B

C


Figure 1. Frequency Hopper running
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Figure 2. Hopping stopped or gating stopped – continuous energy test – “A”
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Figure 3. Hopping stopped – intermittent energy test – “B”

Because interpretation “B” allows higher power operations, FH-OFDM proponents are suggesting that interpretation “B” is correct. They have suggested that a parameter set of a 26% duty cycle burst at a 1.066 MHz and 533 kHz repetition rates operating in three bands, or 11% duty cycle at 457 kHz and 229 kHz repetition rates operating in 7 bands, or 6% duty cycle at 246 kHz and 123 kHz repetition rates operating in 13 bands. Enacting interpretation “B”, however, has far reaching effects in that it legalizes a much broader set of parameters, and thereby legalizes a significantly greater interference potential to a broader class of victim receivers than would be allowed under the continuous energy test, interpretation “A”.

There are several compelling reasons why one would assume that interpretation “A” (Figure 2) must be the correct interpretation, and at the same time, assume that interpretation “B” (Figure 3) could not be a correct interpretation.

The first is the higher interference levels interpretation “B” would allow. This paper addresses the statistics of the interference levels that would be legalized by interpretation “B”. Interference is related to both the duration and the level of emissions. Fundamentally, because the intermittent-energy test “B” (Figure 3) averages the power bursts over several hopping cycles, very high instantaneous emissions can occur over long (200 s) intervals and still meet the RMS over 1ms rule. Since these bursts can extend for durations that are long enough to pass through many narrowband victim receivers, they cause interference that would not be anticipated from analysis or measurements of simple impulse systems or of continuous WGN.

The second reason is that the continuous-energy test “A” tends to normalize the interference potential of the different implementations, rather than allowing some devices to generate much higher interference levels, while others are restricted to produce far less.

Third, the intermittent-energy test “B” (Figure 3) cannot correctly account for all of the emissions. For example, test “B” completely misses most of the energy being transmitted in the system shown in Figure 1. Assuming N bands, test “B” measures only 1/N of the output. As a result, unmeasured emissions could exceed any desired limit. The interpretation fails to apply a limit. As a second example, suppose a system operated with overlapping bands, as illustrated in Figure 4. Here, there is a 50% overlap of frequency-bands. In this case, the ½ of the energy in the victim receiver is not accounted for in test “B”, resulting in an erroneous result. Again, interpretation “B” fails to apply an effective limit.

Fourth, interpretation “B” does not account for the impact of burst duration or duty cycle on interference. Systems allowed under interpretation “B” include random or sequential hopping patterns where the same band is re-visited multiple times before another band is visited. This fact allows long bursts to occur and these longer bursts can interfere with narrower bandwidth receivers.

Fifth, interpretation “B” essentially renders null and void the language in the rules directing that measurements be made with “the pulse train gated on” or with “frequency hop stopped”. In the case of frequency hoppers, interpretation “B” simply ignores all but one hop. The measurement can be made without the “frequency hop stopped.” Similarly, interpretation “B” simply ignores the gating and makes the measurement even though there are intervals where the signal is gated off.

The continuous-energy test “A” of Figure 2 eliminates these problems by capturing and measuring all of the energy transmitted, and by limiting the burst levels to -41.3 dBm/MHz.
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Figure 4. Frequency hopping with 50% overlap between frequency bands

Brief Review of an APD

Radio engineers are concerned about how often noise or interference exceeds a threshold. An amplitude probability distribution (APD)
 is the complement of the cumulative density function (CDF), or CCDF and expresses the probability that the amplitude of the signal in question (noise and/or  interference) is greater than a certain level. The Amplitude Probability Distribution (APD) plot is a simple method to predict the interference potential of specific signals in victim receivers of a particular bandwidth
. It is plotted on Rayleigh graph paper, because the positive-valued magnitude of band-limited white Gaussian noise (WGN) is Rayleigh distributed. Therefore, WGN appears as a sloped straight line on the Rayleigh paper. The APD of a sine wave appears as a horizontal line -- since its magnitude (or envelope) is constant, the probability of its magnitude begin greater than a threshold is either 1 (threshold is below its magnitude) or 0 (threshold is above its magnitude). A brief description or derivation of the APD follows. Though brief, the intent is to allow the reader to understand the application and appreciate the great utility of the APD.

A bandpass signal is a signal whose bandwidth is much less than the center frequency. Bandpass signals are expressed mathematically as

s(t) = A(t)cos(2(fct+((t)) = Re[A(t)ej((t)][ej2(fct)],

where A(t) is the baseband amplitude and is always positive, (((t)is the baseband phase, and fc is the center frequency. The amplitude and phase define the complex baseband signal, A(t)ej(((t)), whose spectrum is centered about 0 Hz.

The amplitude can be considered to be a positive random variable, A, when characterized by an APD. Formally, a new random variable, An, is present at each sampling instant. The set {A1, A2, ... AN} is called the random sample of the random variable A if each random variable is independent and identically distributed. Realizations or values of the random sample are denoted by the set {a1, a2, ... aN}.

Associated with every random variable is a probability density function (PDF). The discrete PDF expresses the probability that a random variable “A” will have a realization equal to “ai”:

p(ai) = P(A=ai) ,

where P() is the probability of its argument. PDF values are positive and the area under a PDF is equal to 1.0.

The cumulative distribution function CDF expresses the probability that a random variable “A” will have a realization less than or equal to “a”:

c(a) = P(A ( a) .

The discrete CDF values range from 0.0 to 1.0. and are obtained by integrating the discrete PDF

c(a) = ( p( ai)
    ( ai ( a.

Radio engineers are generally more concerned about how often the noise or interference amplitude exceeds a threshold. Thus they often prefer to use the complement of the CDF, known both as a CCDF and an amplitude probability distribution (APD). The APD function expresses the probability that a random variable “A” will have a realization greater than “a”:

cc(a) = P(A>a) .

The discrete APD is obtained by subtracting the discrete CDF from 1.0.

cc(a) = 1.0-c(a)

Figure 5 illustrates the process of measuring or computing an APD. To compute or measure an APD for a particular transmitter and victim receiver, the transmit signal must first be passed through the filters of the victim receiver to derive a victim received signal “s(t).” This signal must go into an envelope detector (or the envelope computed, ideally with a Hilbert transform), and the positive valued amplitude (or magnitude) sampled over a duration long enough to generate accurate APD statistics.

Since the amplitude depends on the energy passing through the receiver filters, and since we would like to compare systems that have identical average power coming through the victim receiver pass-band, the envelop is normalized by the square root of the average power level coming through the filter, and the result plotted in dB. Therefore, the zero-dB line on the plots can be used as a reference line to the actual RMS power in the signal of interest.

While victim receiver filters vary, a common raised-cosine Hamming low-pass filter is used, where only the main lobe of the sin(x)/x function is effective. This provides a filter that is both common, and provides a good tradeoff between resolution in the time-domain and resolution in the frequency-domain. The good resolution in both domains is important because the APD will simply capture the filter characteristics when the filter rise-time is long relative to the incoming pulse width and pulse rate—in which case each pulse causes an independent output from the filter that is nominally its impulse response. The filter is calibrated such that when we refer to a 1 MHz RBW filter, that filter has an effective noise bandwidth of 1 MHz. In other words, with white gaussian input noise, its output signal has the same energy as the output of an ideal rectangular pass-band filter with exactly 1 MHz bandwidth.

[image: image5.emf]















Z

t X ) (

log 10

2

2

) (



Z

Victim/Analysis 

X MHz BW

BP Filter

RMS power over 1 ms

as seen by 1 MHz RBW

(FCC compliance test)

Real-Time Amplitude

As Seen By victim

P(t)

Normalized dB signal 

level versus time

Envelope

Detector

(Hilbert)

X(t)

Compute APD

Statistics and

Plot

 









ms t

m t

d W

1

s 1

) (

 

1 kHz Low-Pass

(Hamming Window)

(Sum or Integral = 1)

 









ms t

m t

d W

1

s 1

) (

 

1 kHz Low-Pass

(Hamming Window)

(Sum or Integral = 1)


Figure 5. Block diagram illustrating the measurement or calculation of an APD

Overview of FH or Gated OFDM

Multi-Band Orthogonal Frequency Division Multiplexing (MB-OFDM), as defined by the multi-band OFDM Alliance (MBOA), is based on a frequency hopped OFDM. Here, each frequency slot lasts 312.5 ns, and each symbol lasts 243 ns. While normal OFDM would have a cyclic prefix (CP) to fill up each frequency slot, the MB-OFDM is defined to not transmit the CP. A symbol is comprised of 128 bi-phase or quadrature phase modulated carriers, each having an integer number of cycles over the 243 ns symbol period. This definition allows the 128 tones to be orthogonal and easily generated using an inverse fast Fourier transform (IFFT), and decoded using an FFT. Mathematically, a symbol within a multi-band orthogonal frequency division multiplexed (MB-OFDM) signal can be described as:
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where t is time, (on=243 ns corresponds to the symbol duration, fc is the center frequency of the symbol, and 
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 is the vector of 128 phases applied to the 128 carriers.

Looking only at one hop (or one symbol) in the MB-OFDM signal, the baseband amplitude and phase are:


[image: image8.wmf]å

=

+

-

-

=

128

1

)

)

64

(

2

(

)

(

)

(

n

t

n

j

on

n

on

e

t

U

t

A

q

t

p

t

  and  
[image: image9.wmf]÷

÷

÷

ø

ö

ç

ç

ç

è

æ

=

å

=

+

-

128

1

)

)

64

(

2

(

arg

)

(

n

t

n

j

n

on

e

t

q

t

p

j


This amplitude, combined with the gaps and frequency hops of the full MB-OFDM signal, will be used to generate APD’s of the MB-OFDM signal. The full MB-OFDM signal can be described as:
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Where T=312.5 ns (the frequency slot time), N is the number of hops in a complete hopping pattern, (e.g. N=6 for the (1,1,2,2,3,3,1,1,2,2,3,3…) hopping pattern), fk represents the frequencies within the hopping pattern, i indexes cycles of the hopping pattern, and 
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 contains the bi-phase or quadrature phase modulation for the data, pilot tones, guard tones, etc.

Figure 6 shows an oscilloscope display, in one hop band, of FH-OFDM or gated-OFDM. Each OFDM symbol could be considered to be a “burst of pulses” or a “pulse” that is generated in a frequency band. It is, in fact, a burst of data bits, followed by a period of no activity. The interference potential of such a signal is equivalent to a gated burst of DS or a gated burst of noise with equal gating duty cycle and repetition rate parameters. Interpretation “A” would not allow these bursts to exceed the -41.25 dBm/MHz limit. A gated high-PRF DS impulse system transmitting a block of 250 kbits in 250 s, and laying dormant for 750 µs would look similar at the output of a high bandwidth victim receiver filter.
[image: image12.emf]
Figure 6. Illustration of an FH or gated OFDM symbol (pulse) stream viewed in a single frequency band

Brief Overview of DS-CDMA

The process to compute the transmitted spectrum of DS-CDMA using M-ary bi-orthogonal keying (M-BOK) is also simple.

The chipping rate fchip = 1.368 GHz, which results in a chip period (c = 731ps. There are M/2 ternary code sequences, where
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is the kth sequence of ternary (positive, zero, or negative) impulses representing one in a family of codes, where i indexes the ternary code, and k indexes the M/2 different sequences. The impulses are spaced (c apart. These sequences are modulated positive or negative to produce M different symbols so that H bits are mapped to M=2H symbols.

Let 
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 be a series of +/- impulses representing data that is modulating the phase of the codes. Here, the impulses are spaced according to the code period 
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Convolving these, we obtain the data and code modulated impulse stream,
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where H data bits are mapped via d1 and d2 into the code-phase and code-family respectively.

Let p(t) be the impulse response of a filter that generates the basic pulse shape. The transmit signal is the convolution of these last two signals
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It is simple to see that in the degenerate case of M=2 (one code), the transmit signal is just
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Since convolution in the time-domain is multiplication in the frequency-domain, the transmitted spectrum is nearly just the spectrum of the basic pulse, since the spectrum of the code and the spectrum of the data are nearly white. The time domain construction is illustrated in Figure 7 while Figure 8 shows the frequency domain construction.
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Figure 7. Illustration of time domain construction of a direct sequence (DS) UWB signal.

[image: image21.emf]1 2 3 4 5 6 7 8 9 10 11

-80

-75

-70

-65

-60

-55

-50

-45

-40

Frequency (GHz)

Magnitude (dBm)

The UWB Pulse — P(



)

1 2 3 4 5 6 7 8 9 10 11

-80

-75

-70

-65

-60

-55

-50

-45

-40

Frequency (GHz)

Magnitude (dBm)

The UWB Pulse — P(



)

1 2 3 4 5 6 7 8 9 10 11

-5

-4

-3

-2

-1

0

1

2

3

4

5

Frequency (GHz)

Magnitude (dBm)

A Barker 13 Code — C(



)

1 2 3 4 5 6 7 8 9 10 11

-5

-4

-3

-2

-1

0

1

2

3

4

5

Frequency (GHz)

Magnitude (dBm)

A Barker 13 Code — C(



)

1 2 3 4 5 6 7 8 9 10 11

-80

-75

-70

-65

-60

-55

-50

-45

-40

Frequency (GHz)

Magnitude (dBm)

Combined Output— X(



)

1 2 3 4 5 6 7 8 9 10 11

-80

-75

-70

-65

-60

-55

-50

-45

-40

Frequency (GHz)

Magnitude (dBm)

Combined Output— X(



)

dB

dB

dB

+


Figure 8. Frequency Domain construction of a direct sequence (DS) UWB signal.

This simple formulation also applies to M-BOK because, by superposition and the fact that each M-BOK code is equally likely, the single code spectrum can be replace by the average spectrum of the M-BOK codes.
Real-Time Power Plot Analysis

Figure 9 is a block diagram showing how the real-time power plots were generated. The plots are normalized so that the zero-dB line represents the average power.
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Figure 9. Block diagram used to make real-time power plots

Figure 10 shows results in a 20 MHz bandwidth victim for a gated OFDM signal and a DS system. The OFDM symbol was 528 MHz wide and had a 1/7 duty cycle and 457 kHz repetition rate. The DS system was 1.8 GHz wide and chipping at 1.368 GHz. It illustrates the much higher interference levels that occur within a victim system with FH/gated OFDM relative to DS.
Figure 11 shows similar result but for a 1/3 duty cycle and 1.066 MHz repetition rate transmitter. Because the duty cycle is lower, the interference peaks are lower than the 1/7 duty cycle system, but the peaks remain much higher than the DS system. Figure 12 shows results for the same 1/3 duty cycle OFDM and DS systems, but in a 1 MHz bandwidth victim. Here, the victim bandwidth is small enough that it cannot respond to the 312.5 ns burst length. If the burst length was doubled, like hopping twice into the same band, the interference levels would be much higher. Comparing Figure 11 and Figure 12 illustrates how the interference levels within a victim receiver are a function of not just the burst amplitude, but also the product of the burst duration and the victim bandwidth. If the burst duration is greater than the rise-time of the victim receiver’s filters, then the interference level will be high.
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Figure 10. DS and 1/7 duty cycle OFDM real-time power in a 10 MHz bandwidth.
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Figure 11. DS and 1/3 duty cycle OFDM real-time power in a 20 MHz bandwidth
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Figure 12. DS and 1/3 hopped OFDM Detected RF waveform in a 1 MHz bandwidth

APD Analysis

In this section, we plot a large family of APD’s for a wide variety of victim bandwidths, and transmitter parameters. A review of the APD can be found in section 3. Rather than going into hopping patterns, the transmitter parameters are presented in the more common terminology of simply pulse repetition frequency (PRF), duty cycle (on-time/off-time), and victim resolution bandwidth (RBW). For example, a 1,1,2,2,3,3,1,1,2,2,3,3,… hopping pattern with 333.3 ns hop-slots (in this case, resulting in a 666.6 ns burst) would simply be reported as a 33% duty cycle and 500 MHz PRF. If the burst has relatively short gaps, for example 60ns out of the 333.3ns, then the duty cycle would simply drop and the transmission would be characterized as a 26% duty cycle at 500 MHz PRF waveform. Recall that all curves on these plots are 0 dB referenced to the average (RMS) power at the output of the victim filter.

The first plot, Figure 13, compares gated OFDM, gated DS, and gated AWGN, where each is gated identically. We see that the APD plots are all on top of each other—Gated-OFDM and FH-OFDM emission levels are essentially equal to gated-WGN. In addition to this finding, the rest of the APD’s show that DS emissions (i.e. high-PRF BPSK and QPSK) are essentially equal to WGN in essentially all victim receiver bandwidths (i.e. less than a few hundred MHz in the 3.1 to 10.6 GHz band).

This result means that WGN can be used to simulate (in both hardware and software) DS systems and that gated WGN can be used to simulate both gated/FH OFDM systems and gated/FH DS systems.

Figure 14 shows how APDs vary, in general, with respect to the three parameters, victim resolution bandwidth (RBW), duty cycle (DC), and PRF. The APD shape has to do with the rise-time of the victim (which is inversely proportional to the RBW), and how it relates to the pulse-width (or on-time), and the off-time of the transmitter emissions, which are a function of the PRF and duty cycle. Note that in all cases, the burst amplitude is proportional to the duty cycle in order to keep the average power normalized. As the PRF goes above the RBW, the APD curve depresses toward Gaussian noise. If the pulse-width (or burst) is long relative to the victim rise-time (which requires PRF<RBW), then as the duty cycle goes down (i.e. PRF is going down so that the off-time is growing while the pulse width remains wide, and the pulse amplitude is increasing), the APD curve rises and pushes to the left. This happens because the burst amplitude gets higher, but the burst happens a smaller percent of the time. The leftmost blue dashed line, which is above WGN less than 0.5% of the time, is representative of historical-UWB—low-PRF impulse radios.
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Figure 13. Gated OFDM, gated DS-CDMA, and gated noise in a 50 MHz BW
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Figure 14. APD trends

Figure 15 shows APD curves that are representative of the basic multi-band OFDM alliance parameters for 3-hop, 7-hop, and 13-hop modes with the cyclic prefix not transmitted, with simple sequential hopping pattern and no repeated hop bands. It shows how FH/gated OFDM can cause much higher interference than WGN (and DS) a significant percent of the time.
MB-OFDM proponents have claimed that their primary mode is the 25% (3-hop with no cyclic prefix) mode, and that this mitigates interference in narrower bandwidths. However, at the same time they have more recently changed their hopping pattern choices to include hopping repeatedly in the same band, like a {1,1,2,2,3,3} hop pattern. Hopping repeatedly in the same band effectively changes the PRF.

In Figures 16, 17, and 18 use identical parameters as Figure 15 except that the victim bandwidth has been reduced to 3 MHz. They show how a narrower 3 MHz bandwidth tends to push the curves lower. But Figures 17, and 18 show that the interference levels are higher with lower effective PRFs—resulting in peak values that are 5 to 10 dB higher than Gaussian signals nearly 5% of the time. Note that this is significantly different than the 0.5% of the time that a classical low-PRF impulse radio would exceed AWGN.
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Figure 15. APD of basic MBOA OFDM signals of hop-length 3, 7, and 13
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Figure 16. APD for basic OFDM signals in a 3 MHz bandwidth
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Figure 17. APD for various code sequences of an OFDM-3 signal in 3 MHz BW 
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Figure 18. APD for various code sequences of an OFDM-13 signal in 3 MHz BW.

Figure 19 shows results when the victim bandwidth has been reduced to 1 MHz. Now, the PRF is relatively high (PRF(RBW) and the 25% duty cycle signal has been pushed close to the AWGN line. But the 11% and 6% lines remain significantly higher than AWGN 5% of the time. Figures 20 and 21 show that when the effective PRF is reduced, the hopped/gated OFDM signal produces the same high level and long-duration interference levels in a 1 MHz bandwidth as was found previously only in a much wider 50 MHz victim bandwidth.
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Figure 19. APD of basic OFDM signals in a 1 MHz BW
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Figure 20. APD for OFDM-3 with differing code sequencing

Figure 22 again shows how narrower victim bandwidths are less sensitive to bursts when the PRF is higher than their bandwidth. But the key issue is illustrated in Figures 23 and 24 which show that this problem of high, relatively long duration interference burst levels, even extends to a 200 kHz bandwidth receiver—the bandwidth of a broadcast FM receiver.
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Figure 21. APD of OFDM-13 signals in 1 MHz BW with differing sequences
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Figure 22. APD for basic OFDM series in a 200 kHz bandwidth
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Figure 23. APD for various code sequences of an OFDM-7 signal in 200 kHz BW
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Figure 24. APD for various code sequences of an OFDM-13 signal in 200 kHz BW

Summary

It is important to note that the language in the report and order and in the rules do not differentiate between any of the parameter changes illustrated in the APD’s presented. Enacting interpretation “B” would allow all of these low PRF and variable duty cycle parameters. These, in turn, lead to high burst emissions with long durations that interfere with narrowband 200 kHz bandwidth receivers far more than equal RMS power AWGN.

Appendix A 

Sources on Frequency Hoppers and Measurements

There are no specifics regarding UWB frequency hopping and measurement standards in Subpart F of the FCC Part 15 rules. However, there is discussion in the record of the FCC’s expectations for UWB and precedent for how measurements are performed for other hopping systems. A number of these references are presented below with specific points highlighted for emphasis.

“We preliminarily believe that the definition established by the OSD/DARPA UWB radar review panel is appropriate with some modifications.  Specifically, we are proposing to define UWB devices as any device where the fractional bandwidth is greater than 0.25 or occupies 1.5 GHz or more of spectrum.  This modified definition will avoid situations where devices operating at several gigahertz and above might unnecessarily use wide bandwidths simply to qualify as an UWB device.  We are also proposing to base the definition of an UWB device on the – 10 dB bandwidth rather than the – 20 dB bandwidth.  We propose this modification because UWB devices will operate so close to the noise floor that in many cases it will not be possible to measure the – 20 dB bandwidth. For the purpose of this definition, we will define the center frequency of the transmission as the average of the upper and lower –10 dB points, i.e., (fH+fL)/2, as noted earlier.  Finally, we are proposing that the bandwidth be determined using the antenna that is designed to be used with the UWB device.  We invite comment on this proposed definition and whether the fractional bandwidth should be changed to account for the narrower bandwidth that would be measured using the –10 dB emission points instead of the –20 dB points. We request comment on whether we should use some other method to determine the emission bandwidth, such as a calculated bandwidth based on pulse width.  We also request comment on whether we should define UWB devices as limited to devices that solely use pulsed emissions where the bandwidth is directly related to the narrow pulse width. We recognize that other types of modulation, such as linear sweep FM, could be employed to produce UWB equipment.  However, we do not believe that we have sufficient information to propose limits and measurement procedures for such systems.  Until more experience is gained, we believe that our initial rule making proposals should reflect a conservative approach. In addition, we request comment on whether extremely high speed data systems that comply with the UWB bandwidth requirements only because of the high data rate employed, as opposed to meeting the definition solely from the narrow pulse width, should be permitted.  Finally, we request comment on any alternative definitions that may be appropriate.”

 SEQ CHAPTER \h \r 1Ultra-Wideband Transmission Systems, 15 FCC Rcd 12086 at para. 21 (2000) (Notice of Proposed Rule Making) (footnotes omitted)

“We agree with Bosch and XSI that transmission systems should not be precluded from the UWB definition simply because the bandwidth of the emission is due to a high speed data rate instead of the width of the pulse or impulse.  We also agree with ARRL and Delphi that various modulation types should be permitted as long as the products comply with all of the technical standards that are being adopted in this proceeding. Thus, as long as the transmission system complies with the fractional bandwidth or minimum bandwidth requirements at all times during its transmission, we agree that it should be permitted to operate under the UWB regulations. We recognize that this may preclude certain types of modulations, such as swept frequency (e.g., FMCW), stepped frequency or frequency hopping systems.  The current measurement procedures require that measurements of swept frequency devices be made with the frequency sweep stopped.  The sweep is stopped because no measurement procedures have been proposed or established for swept frequency devices nor has the interference aspects of swept frequency devices been evaluated based on the different measurement results that would be obtained from measurements taken with the sweep active.  Similarly, measurements on a stepped frequency or frequency hopping modulated system are performed with the stepping sequence or frequency hop stopped.  With the sweep, step function or hopping stopped, it is unlikely that swept frequency (linear FM or FMCW) or stepped frequency modulated emissions would comply with the fractional bandwidth or minimum bandwidth requirements.  It also is unlikely that frequency hopping systems would comply unless an extremely wide bandwidth hopping channel is employed.”

 SEQ CHAPTER \h \r 1Ultra-Wideband Transmission Systems, 17 FCC Rcd 7435 at para. 32 (2002) (First R&O) (footnotes omitted).



----------------------------------------------------------------------

The UWB regulations permit the operation of vehicular radar systems in the 22-29 GHz band.  UWB vehicular radar systems are required to operate at all times with a minimum 500 MHz bandwidth and may employ any modulation technique that results in this minimum bandwidth.  In the R&O, the Commission specifically precluded the operation of swept frequency systems and frequency hopping systems under the UWB rules unless the transmissions comply with the minimum bandwidth requirement when measured with the sweep or hopping sequence stopped.  The Commission indicated that this was necessary as no measurement procedure had been established to permit the emission levels from such devices to be determined while sweeping or hopping.  The Commission expressed similar concerns in the Notice, and declined to include transmitters employing swept frequency and similar modulation types from consideration as UWB devices.
Ultra-Wideband Transmission Systems, 18 FCC Rcd 3857 at para. 45 (2003) (Memorandum Opinion and Order and Further Notice of Proposed Rule Making) (MO&O & FNPRM) (footnotes omitted).

“We believe that the requested rule changes from Siemens VDO for its radar application should be proposed so that we might obtain public comment.  However, we also are concerned that radar systems using slightly different modulation techniques or radar systems operating in different bands where the victim receiver characteristics are different may have different interference potentials.  Because of these interference concerns, we are not proposing to permit the use of frequency hopping systems under the UWB rules for any application other than vehicular radar systems operating in the 22-29 GHz band.”

MO&O & FNPRM  SEQ CHAPTER \h \r 1at para. 158. 

------------------------------------------------------------------

Our primary concern is not that the Siemens VDO [frequency hopping] equipment does not comply with the definition of a UWB system.  Rather, we are concerned that the Siemens VDO radar system does not comply with the UWB standards using the measurement procedures currently employed for frequency hopping systems.   Thus, we are concerned about the possible interference aspects of this type of operation.  For example, a UWB vehicular radar system that complies with the existing regulations will place a low level emission on a frequency at any given time.  However, the Siemens VDO system momentarily will place a much higher level emission on that frequency.  The Siemens VDO system depends on a time averaging of the emission, based on the level of the emission, the number of hops, the occupancy time at any given frequency, and the time period over which the emissions are averaged to demonstrate compliance with the average emission limits.  The emission level being measured may not be a true RMS average emission but could be more similar to a time averaged emission.  Thus, a victim receiver with a fast transient response may be more susceptible to interference from the Siemens VDO system than from other UWB systems.  Siemens indicates that EESS systems operating in the 23.6‑24.0 GHz band will not be able to tell the difference between a distributed number of frequency hopping systems operating under the standards requested by Siemens VDO and a similarly distributed number of wideband radars complying with existing vehicular radar standards.  However, we are concerned about the potential impact on terrestrial users which may be exposed to relatively few, but nearby, vehicular radars as well as the impact to EESS operations.  We request comments on whether the higher instantaneous power delivered by a frequency hopping system would cause harmful interference to these systems.

MO&O & FNPRM at para. 159 (footnotes omitted)

“For the purposes of this section, hybrid systems are those that employ a combination of both frequency hopping and digital modulation techniques. The frequency hopping operation of the hybrid system, with the direct sequence or digital modulation operation turned off, shall have an average time of occupancy on any frequency not to exceed 0.4 seconds within a time period in seconds equal to the number of hopping frequencies employed multiplied by 0.4. The digital modulation operation of the hybrid system, with the frequency hopping operation turned off, shall comply with the power density requirements of paragraph (d) of this section.”

47 C.F.R. Sec. 15.247(f) (on testing of hybrid spread spectrum systems)



------------------------------------------------------------------------------

“Transmitters with an emission bandwidth of less than 100 MHz must limit their peak transmitter output power to the product of 500 mW times their emission bandwidth divided by 100 MHz. For the purposes of this paragraph (e)(1), emission bandwidth is defined as the instantaneous frequency range occupied by a steady state radiated signal with modulation, outside which the radiated power spectral density never exceeds 6 dB below the maximum radiated power spectral density in the band, as measured with a 100 kHz resolution bandwidth spectrum analyzer. The center frequency must be stationary during the measurement interval, even if not stationary during normal operation (e.g. for frequency hopping devices).”

47 C.F.R. Sec. 15.255(e)(1) (emissions limits for unlicensed 57-64 GHz transmitters).

� First R&O at para. 32.


� Part 15.521 (d)


� NTIA Special Publication 01-383, January 2001, Chapter 6 & Appendix A


� NTIA Special Publication 00-383, p 2-1 “The term “ultrawideband” refers to the spectral characteristics of this technology and originates in the work that led up to a Department of Defense (DoD) study [1]. Alternative terms for the same technology include impulse radar, impulse radio, carrierless, carrier-free, time-domain, and others. The fundamental principle is that a short (in time) pulse, also called an impulse, is generated, transmitted, received, and processed. A fundamental principle, true for any radio signal, is the relationship between pulse duration and the bandwidth occupied by that signal.” [footnote omitted]


� First R&O at para. 32.


� Part 15.521 (d)


�. Robert Achatz provides an excellent tutorial on APDs in Appendix A of NTIA Report 01-383 “The Temporal and Spectral Characteristics of Ultrawideband Signals”, William A. Kissick, Editor


�. "The band-limited UWB interference takes three guises: sinusoidal interference, Gaussian noise with Rayleigh distributed amplitudes, and non-Gaussian noise. The APD is particularly useful for predicting the performance of non-Gaussian noise."…”Spectrum regulators frequently use amplitude statistics such as peak, RMS, or average logarithm voltage to regulate transmitters. Further work is needed to determine if these statistics are strongly correlated to narrowband receiver performance. If these statistics are not correlated to receiver performance, it may be necessary to set regulatory limits in terms of the APD itself."  – NTIA 01-383, Appendix A.
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