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1 Introduction
The objective of this evaluation methodology is to define baseline link-level and system-
level simulation models and associated parameters that shall be used in the evaluation 
and  comparison  of  technology  proposals  for  IEEE  802.16m.  Proponents  of  any 
technology proposal using this methodology shall follow the evaluation methods defined 
in  this  document  and  report  the  results  using  the  metrics  and  the  format  that  are 
specified in Appendix A.

Evaluation of system performance of a mobile broadband wireless access technology 
requires system simulation that accurately captures the dynamics of a multipath fading 
environment  and  the  architecture  of  a  packet-switched  air-interface.  The  main 
simulation components are illustrated in Figure 1-1. 

Figure 1-1: Simulation components
System level  simulations  shall  capture  the  important  characteristics  of  the  wireless 
channel in a cellular deployment scenario. The slow fading characteristics are captured 
through the path loss model and the variance of the log-normal shadowing. The fast 
fading effects are captured by the frequency-selective fading resulting from multipath 
and the time-selective fading resulting from the mobility model.

2 Duplex Schemes

Both TDD and FDD duplex schemes shall be supported. Link-level and system-level 
simulation  results  shall  be  provided  for  both  TDD and  FDD  duplex  schemes.  The 
configuration of the two schemes for link-level and system-level simulations is identical 
except for the following attributes:

i] Channel model
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In  TDD  duplex  scheme,  the  DL and  UL channels  are  reciprocal.  One  channel 
instance can be used  in  both  DL and UL.  In  FDD duplex  scheme,  DL and UL 
channels are different. One wideband channel shall be generated and the DL and UL 
channel responses correspond to their respective channel spectrum. 

ii] Propagation model
In TDD duplex scheme, the DL and UL have the same propagation pattern. In FDD 
mode, DL and UL the same propagation model can still be used with different carrier 
frequency. The shadow fading is 100% correlated.

iii] TTG/RTG gap (TX/RX switching point) overhead
In TDD mode, TTG/RTG gap should be counted as an additional layer 1 overhead. 

iv] DL/UL frame alignment 
In TDD mode, the DL and UL alternates in time domain. The timing of transmission 
and feedback (ACK/NACK and CQI) is mainly determined by the DL/UL and UL/DL 
switching points. In FDD mode, the DL and UL are concurrent in time. The timing of 
transmission  and  feedback  is  mainly  determined  by  the  subframe  size  and 
processing delay. The DL and UL frames should have appropriate offset to have 
desired  timing  for  transmission  and  feedback.  The  frame  offset  should  be 
determined by frame structure design.

v] TDD DL/UL ratio
In  TDD  mode,  the  DL/UL  ratio  can  be  flexible.  At  most  two  ratios  should  be 
considered  (one  is  equal  partition  1:1).  The  timing  relation  of  transmission  and 
feedback may be different for different DL/UL ratios.

3 System-Level Setup

Antenna Pattern
The antenna pattern used for each sector is specified as:

m
dB 3

A12minA ,
2

, (3.1-1)

Where 180180 , and min [.] denotes the minimum function,  dB3 is the 3dB beam 
width (corresponding to dB3 = 70 degrees), and Am= 20 dB is the maximum attenuation.

Antenna Orientation
The antenna bearing is defined as the angle between the main antenna lobe center and 
a line directed due east given in degrees.  The bearing angle increases in a clockwise 
direction.  Figure 3-2 shows an example of the 3-sector 120-degree center cell site, with 
Sector 1 bearing angle of 330 degrees.  Figure 3-3 shows the orientation of the center 
cell (target cell) hexagon and its three sectors corresponding to the antenna bearing 
orientation proposed for the simulations.  The main antenna lobe center directions each 
point to the sides of the hexagon.  The main antenna lobe center directions of the 18 
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surrounding cells shall be parallel to those of the center cell.  Figure 3-3 also shows the 
orientation of the cells and sectors in the two tiers of cells surrounding the central cell.

Figure 3-2: Antenna Pattern for 3-Sector Cells

Figure 3-3: Centre cell antenna bearing orientation diagram

Baseline System-Level Simulation Assumptions
The  following  tables  summarize  the  baseline  assumptions  for  the  system-level 
simulations for the downlink and uplink. These assumptions will be further clarified and 
explained in the next sections.

15
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Topic Baseline for simulation, modelling assumptions

Basic transmission scheme Parameters as in table (include reference)

Basic modulation QPSK, 16QAM, 64QAM

Duplexing scheme TDD and FDD

Resource block definition TBD

Data Multiplexing Data transmissions: OFDMA
Control transmissions: OFDMA

Downlink pilot structure TBD

Receiver Structure MMSE

Data Channel coding Convolutional turbo coding

Multiple antenna configuration

2x2 antenna configuration (reference)
Overhead calculations for uplink feedback should be shown

Downlink overhead should be described and taken into 
account

Channel estimation – should ideally  be modelled or at least 
calculations showing the impact presented

Control channels – transmission  scheme provide impact on 
power overhead

Scheduling

Case 1: Full buffer data only, PF scheduling in time and 
frequency domain

Case 2: VoIP only, capacity must be estimated
Assumptions on feedback overhead should be described

MCS table and details on link-to-system interface including 
link-level curves should be presented.

Channel feedback delay should be modelled
Delay impact should be included for VoIP results.

Link adaptation Time-domain adaptation only
Fixed power allocation

PHY Abstraction for Link to System Mapping Mutual Information

H-ARQ
Asynchronous, non-adaptive

HARQ overhead (associated control) should be accounted 
for  in the system simulations

Power Control
Fixed power for data

Power control for control signalling - not needed to be 
considered explicitly in system simulations

Interference Model TBD

Frequency Reuse 1

Control signalling Overhead must be described and accounted for assuming at 
least 95% area coverage reliability.
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Table 3-1: Baseline system-level simulation assumptions for the downlink

Topic Baseline for simulation, modelling assumptions

Basic transmission scheme Parameters in table (include reference)

Basic modulation QPSK, 16QAM, 64 QAM

Duplexing scheme TDD and FDD

Resource block definition TBD

Data multiplexing

Data transmissions: 
Control transmissions: 

Control (CQI, ACK/NACK etc) sent in separate resource 
blocks

Pilot structure TBD

Receiver Structure MMSE

Data channel coding Convolutional turbo coding (CTC)

Multiple antenna configuration

Antenna configuration: 1x2 (reference) 
If MIMO is included in uplink then collaborative MIMO is the 

preferred scheme 
Impact on downlink signalling overhead should be described

Channel estimation - should be modelled or at least 
calculations showing the impact presented

Random Access Random access should be separately evaluated. Estimated 
overhead must be included in final performance estimates.

Scheduling

Case 1: Full buffer data only, PF scheduling in time and 
frequency domain

Case 2: VoIP only, capacity must be estimated
Assumptions on feedback overhead should be described

MCS table and details on link-to-system interface including 
link-level curves should be presented

Link adaptation

Base-station (scheduler) controls  resources, adaptive 
modulation and coding

Slow closed loop power control included, updated at most 
every 10ms

H-ARQ
Asynchronous, non-adaptive

HARQ overhead (associated control) should be accounted 
for in the system simulations

Power Control See link adaptation

Interference Model TBD

Frequency Reuse 1

Control signalling Overhead must be described and accounted for assuming at 
least 95% area coverage reliability.

17



2007-03-05 IEEE C802.16m-07/069

Table 3-2: Baseline system-level simulation assumptions for the uplink
The evaluation of different MU-MIMO schemes, which includes comparison with simple 
SU-MIMO w/o  scheduling  and SU-MIMO with  scheduling,  should take  the  following 
practical factors into consideration:

The supported system throughput and user fairness

The feedback overhead with the practical link budget constraints

Comparison criteria for different MIMO schemes

o Throughput with identical user antenna configurations 

o PER with identical user antenna configurations

o Performance degradation vs. feedback overhead reduction

Application scenarios for the different MIMO scheme, for example, SNR range, 
access PER for the users, etc.

Different antenna configurations for different MIMO schemes, for example, 1x2, 
2x1, 2x2, 4x2 and 4x4, etc.

Practical MIMO pilot/preamble structure to support different MIMO schemes.

Bandlimited white interference and noise

Inter-cell interference modeling for different MIMO scheme

Flat or larger delay spread fading channel – 3km/h, 30 km/h, 120km/h

CQI feedback delay and frequency

CQI generation – capacity formula based effective SINR method or others

H-ARQ scheme with  different  MIMO scheme including H-ARQ parameter,  for 
example,  number  of   parallel  H-ARQ  processes,  maximum  number  of 
retransmissions, adaptive H-ARQ transmission, etc

Detection algorithms – linear MMSE, MMSE-SIC, and sub-MLD, etc.

Transmit Antenna/Beam Selection. 

4 Network Topology
The nineteen-cell  network topology with wrap-around shall  be used as the baseline 
network topology for all system-level simulations. 

Nineteen-Cell Network Topology
The system is modeled as a network of 19 hexagonal cells with six cells surrounding the 
center cell in the first tier and 12 cells surrounding the center cell in the second tier. 
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Each cell has 3 sectors. Frequency reuse is modeled by planning frequency allocations 
in different sectors in the network. The configuration parameters are described in . 

Parameter Value
Number of cells 19

Number of sectors per cell 3
BS-BS distance 1.5 km

Frequency reuse patterns 1,3

Table 4-3: Topology parameters

Wrap Around Network Topology
Wrap around shall  be applied to eliminate the network edge effect and to generate 
accurate simulation results. The cyclic wrap around structure is typically implemented 
using a toroidal surface by replicating 8 sets of 19 cells surrounding the basic 19 cell 
hexagonal network. Antenna orientations are defined to be consistent across the cyclic 
wrap around topology.

Deployment Scenario
The following channel environments shall be considered for IEEE 802.16m system-level 
simulations: 

1. Suburban macro-cellular: This scenario is characterized by large cell  radius 
(approximately 1-6 km BS to BS distance), high BS antenna positions (above 
rooftop  heights,  between  10-80  m,  typically  32  m),  moderate  to  high  delay 
spreads and low angle spreads and high range of mobility (0 – 350 km/h).

2. Urban  macro-cellular: This  scenario  is  characterized  by  large  cell  radius 
(approximately 1-6 km BS to BS distance), high BS antenna positions (above 
rooftop heights, between 10-80 m, typically 32 m), moderate to high delay and 
angle spread and high range of mobility (0 – 350 km/h).

3. Urban  micro-cellular: This  scenario  is  characterized  by  small  cell  radius 
(approximately 0.3 – 0.5 km BS to BS distance) BS antenna positions at rooftop 
heights or lower (typically 12.5m), high angle spread and moderate delay spread, 
and medium range of mobility (0 – 120 km/h). This model is sensitive to antenna 
height and scattering environment (such as street layout, LOS)

The following table describes SISO channel environment parameters for system-level 
simulations:

Channel Scenario Suburban 
Macrocell

Urban 
Macrocell Urban Microcell

Lognormal shadowing 
standard deviation 8.9 dB 8.9 dB NLOS: 8.9 dB

LOS: 4 dB
Path loss model (dB),

d is in meters
31.5 + 35 
log10(d)

28.6 + 
35log10(d)

NLOS: 34.53+38 
log10(d)
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LOS: 30.18 + 
26*log10(d)

Table 4-4: SISO channel environment parameters for system-level simulations

The following table describes MIMO channel environment parameters for system-level 
simulations:

Channel Attribute Suburban Macro-
cellular

Urban Macro-
cellular

Urban Micro-
cellular

Number of paths (N) 6 6 6
Number of sub-paths (M) per-

path 20 20 20

Mean AS at BS E[ AS ] =50 E[ AS ] =150 NLOS: E[ AS ] 
=190

AS at BS as a lognormal RV
( )10 ^ , ~ (0,1)AS AS ASx x= +s e m h

AS = 0.69

AS = 0.13

80  AS = 0.810

AS = 0.34

150 
AS = 1.18

AS = 0.210

N/A

ASAoDASr / 1.2 1.3 N/A

Per-path AS at BS (Fixed) 20 20 50 (LOS and NLOS)

BS per-path AoD Distribution 
standard distribution

),0( 2
AoD where 

ASASAoD r
),0( 2

AoD where 

ASASAoD r
U(-40o, 40o)

Mean AS at MS E[ AS, MS] = 680 E[ AS, MS] = 680 E[ AS, MS] =680

Per-path AS at MS (fixed) 350 350 350

MS Per-path AoA Distribution (Pr)),0( 2
AoA (Pr)),0( 2

AoA (Pr)),0( 2
AoA

Delay spread as a lognormal 
RV

( )10 ^ , ~ (0,1)DS DS DSx x= +s e m h
DS = - 6.80
DS = 0.288

DS = -6.18
DS = 0.18 N/A

Mean total RMS Delay Spread E[ DS ] = 0.17 s E[ DS ] = 0.65 
s

E[ DS ] = 0.251 s

DSdelaysDSr / 1.4 1.7 N/A

Distribution for path delays U(0, 1.2 s)
Lognormal shadowing 

standard deviation 8.9 dB 8.9 dB NLOS: 8.9 dB
LOS: 4dB

Path loss model (dB),
d is in meters 31.5 + 35log10(d) 28.6 + 35log10(d)

NLOS:34.53+38log1

0(d)
LOS:30.18 + 
26*log10(d)

Table 4-5: MIMO channel environment parameters for system-level simulations
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Modified COST231 Hata Urban Path Loss Model
The  modified  COST231  Hata  model  is  typically  used  by  various  standardization 
organizations [ref]  to compute the path loss in urban/suburban environments for  RF 
frequencies around 2 GHz. According to this model, the path loss is given by  

CfH
dHHHdPL

MS

BSBSMS

)(log)1.146.35(
)1000/(log))(log55.69.44()(log82.137.05.45)(

10

101010mod Ha ta (4.3-2)

where  BSH  and MSH  are the BS and MS heights in m,  d  is distance between the BS 
and the MS in meters, f  is carrier frequency in MHz, and C  is a constant factor set to 

0C dB for suburban scenarios and 3C dB for urban scenarios. In the system level 
simulator, the modified COST231 Hata model is used according to Equation (4.3-2) with 
C chosen to be equal to 3 dB. This model is referred to as the urban path loss model.

Lognormal Shadowing 
The attenuation between a mobile and the transmit  antenna of  the i-th  cell  site,  or 
between a mobile and each of the receiving antennas of the i-th cell site is modeled by

21010 i

X

ioi RDkL
i (4.3-3)

where  iD  is  the distance between the mobile and the cell  site,   is  the path loss 
exponent  and  iX  represents  the  shadow fading  which  is  modeled  as  a  Gaussian 
distributed random variable with zero mean and standard deviation  .   iX  may be 
expressed as the weighted sum of a component  Z  common to all  cell  sites and a 
component iZ that is independent from one cell site to the next. Both components are 
assumed to be Gaussian distributed random variables with zero mean and standard 
deviation  independent from each other, so that

ii bZaZX  such that 122 ba (4.3-4)

Typical parameters are 9.8  and 2
122 ba  for 50% correlation. The correlation is 

0.5 between sectors from different cells, and 1.0 between sectors of the same cell.

Equipment and Network Configuration Parameters
The BS and MS equipment models are characterized by their transmit power, height, 
number of antennas, and antenna pattern. It is assumed that all BS and MS equipment 
are configured identically across the network. In the following table, the bolded values 
are those used for the evaluation of the IEEE 802.16e reference system.

Network Configuration Parameters

Parameter Description Value Range
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cN Number of cells. 19

S Number of sectors/cell. 1, 3, 4, 6

cs SNN Total number of sectors. 19, 57, 76, 114

BSBSr BS-to-BS distance 0.5 to 30 km  (1.5 km)

BSMSr Minimum Mobile-to-BS distance 35m

SubN Number of active subscribers/sector TBD

BS
Orientation (boresight angle) of each sector as 

defined by 3GPP-3GPP2 [10]

3S : 270,150,30BS

6S : 300,...120,60,0BS

K Number of frequency allocations in the 
network. 1, 2, 3, 4, 6

BSF
Frequency allocation (integer index) used in 

each BS sector. 1, 2, 3, 4, 5, 6

Operating Frequency 2.0–3.5 GHz (2.5 GHz)

Duplexing Scheme TDD and FDD

Table 4-6: Network Configuration Parameters

Base Station Model 

Parameter Description Value Range

BSP1 BS power amplifier 1dB compression point 39-60 dBm

BSPAR Peak-to-average backoff at BS 9-11 dB

BSP MAX transmit power per sector/carrier

30-51 dBm 

43 dBm @ 5MHz bandwidth

46 dBm @ 10MHz 
bandwidth

49 dBm @ 20MHz bandwidth 
and similarly scalable for 

other bandwidths

BSH Base station height 10-50m (32 m)
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BSG Gain (boresight) 17 dBi

BS 3-dB beamwidth as defined by 3GPP-3GPP2 [10]
3S : 070BS

6S : 035BS

FBG Front-to-back power ratio 20 dB

TXM Number of transmit antennas 1,2,3,4

RXM Number of receive antennas 1,2,3,4

BSd BS antenna spacing (ref: ULA) 10,4,2/

MS MS Antenna correlation 0.5

BSNF Noise figure (transmit & receive) 4-6 dB (5 dB)

BSHW Hardware loss (cable, implementation, etc.) 2 dB

Table 4-7: BS equipment model

Mobile Station Model

Parameter Description Value Range

SSP1 MS power amplifier 1dB compression point 29-54 dBm

SSPAR Peak-to-average backoff at SS 9-11 dB

SSP RMS transmit power/per SS 20-45 dBm (23 dBm)

SSH Subscriber station height 1.5-7 m (1.5 m)

SSG Gain (boresight) 0 dBi

})({},{ SSSS G Table of Gains as a function of Angle-of-arrival Omni

TXN Number of transmit antennas 1,2

RXN Number of receive antennas 1,2,3,4
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SSd SS antenna correlation 0-0.7 (0.5)

SS antenna gain mismatch 0-5 dB (3 dB)

SSNF Noise figure (transmit & receive) 6-7 dB (7 dB)

SSHW Hardware loss (cable, implementation, etc.) 2 dB

Table 4-8: MS Equipment Model

Parameter Description Value Range

OFDMA symbol parameters

BW Total bandwidth 5, 10, 20 MHz

FFTN Number of points in full FFT 512, 1024, 2048

f Subcarrier spacing 10.9375 kHz

fST /1 OFDMA symbol duration 91.43 us

CP
Cyclic prefix length (fraction of 

ST ) 1/2, 1/4, 1/8, 1/16

OT OFDMA symbol duration w/ CP 102.86 us for CP=1/8

Frame parameters

FT Frame length 2, 5, 10, 20 ms

FN
Number of OFDMA symbol in 

frame 18,47,95,193

ULDLR Ratio of DL to UL (TDD mode) 1:1, 2:1

duplexT Duplex time between UL and DL 0.67 to 20 ms

classT Classification of traffic Control or Data

Permutation  parameters

PermDL DL permutation type PUSC, AMC, FUSC

PermUL UL permutation type PUSC, AMC,
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NusedBS DL: number of sub-carriers for 
BS TX

For 10MHz,

PUSC:

FUSC:

AMC: 

NusedSS UL: number of sub-carriers for 
SS TX

PUSC/FUSC: 24NusedSS

AMC: 18NusedSS

simF
Data sub-carriers explicitly 

simulated

DLMAXSubCh ,
Maximum number of 

subchannels in DL permutation
AMC (48), PUSC (30), FUSC (16)

ULMAXSubCh ,
Maximum number of 

subchannels in UL permutation
AMC (48), PUSC (35)

Table 4-9: OFDMA Air Interface Parameters

Parameter Description Value Range

f Carrier frequency 1.9-2.5 GHz (2.5 GHz)

PL Path loss model COST-HATA-231, Erceg

SF Log normal shadowing standard deviation 8-12dB (8.9dB)

SF Shadowing correlation 5.0SF

PL Penetration and other losses 10-20dB (10 dB)

Thermal noise density -174 dBm/Hz

Table 4-10: Methodology Parameters

Description Value Range

Link adaptation Dynamic with delay feedback

Channel estimation Realistic/ideal

MIMO Support DL Alamouti STC, VSM

MIMO Support UL Collaborative SM
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MIMO Switch Adaptive STC/ VSM Switch

Coding CTC

Control/MAP overhead modeling Dynamic

Control/MAP channel reliability Realistic

Hybrid ARQ Chase Combining with up to 4 retransmissions

MAC ARQ Enabled for BE traffic

Power Control UL

Traffic models Full buffer, Realistic traffic mix

Scheduling algorithm Proportional fair

ACK/CQI/BW-REQ Feedback channel error 1%

CQI Feedback delay 2 frames

Table 4-11: Dynamic System Simulation Features

5 Channel Models

Described in a separate contribution
 

6 OFDMA Numerology
The backward compatibility with the IEEE 802.16e reference system [ref] requires the 
use of the same OFDMA numerology for the IEEE 802.16m in the frequency range 
around 2.5 GHz. The details of the OFDMA numerology are summarized in  . A radio 
frame size of 5 ms consistent with the IEEE 802.16e reference system shall be used.

Transmission 
Bandwidth BW (MHz) 5 10 20

Over-sampling Factor 
n 28/25 28/25 28/25

Sampling Frequency 
Fs (MHz) 5.6 11.2 22.4

Sample time
(1/Fs,nsec) 178 89 44.6

FFT Size 512 1024 2048
Number of Guard Sub-

Carriers
Permutation Scheme 

Dependent
Permutation Scheme 

Dependent
Permutation Scheme 

Dependent
Sub-Carrier Spacing 

Δƒ (kHz) 10.9375 10.9375 10.9375

Useful OFDM Symbol 
Duration 91.4 91.4 91.4
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Tu = 1/Δƒ (us)

Cyclic Prefix Tg OFDM Symbol Duration Ts
Ts=Tu+Tg (us)

Number of OFDM 
Symbols per Frame N

Idle Time (us)
Frame _Size – N*Ts

Tg=1/8 Tu 91.4 + 11.42=102.82 48 64.64

Table 6-12: OFDMA numerology for IEEE 802.16m

To compare the performance IEEE 802.16m candidate proposals to the IEEE 802.16e 
reference system, the parameters consistent with the reference system shall be utilized. 
These  parameters  are  identified  in  the  above  table.  Link-level  and  system-level 
simulation results shall be conducted and reported based on 10 and 20 MHz channel 
bandwidth using a center frequency of 2.5 GHz.

7 PHY Abstraction
The objective of a PHY abstraction is to accurately predict link layer performance in a 
computationally simple way.  The requirement for an abstraction stems from the fact that 
simulating the physical layer links between multiples BS’s and MS’s in a network/system 
simulator  can  be  computationally  prohibitive.   The  abstraction  should  be  accurate, 
computationally  simple,  relatively  independent  of  channel  models,  and extensible  to 
interference models and multi-antenna processing.  

Background
In the past, system level simulations characterized the average system performance, 
which was useful in providing guidelines for system layout, frequency planning etc. For 
such simulations, the average performance of a system was quantified by using the 
topology and macro channel characteristics to compute a geometric (or average) SINR 
distribution across the cell.  Each subscriber’s geometric SINR was then mapped to the 
highest modulation and coding scheme (MCS), which could be supported based on link 
level SNR tables that capture fast fading statistics.   The link level SNR-PER look-up 
tables  here  served  as  the  PHY  abstraction  for  predicting  average  link  layer 
performance. Examples of this static methodology may be found in -.

Current cellular system design is based on exploiting instantaneous channel conditions 
for performance enhancement. Channel dependent scheduling and adaptive coding and 
modulation are examples of channel-adaptive schemes employed to improve system 
performance.  Therefore, current system level evaluation methodologies are based on 
explicitly modeling the dynamic system behavior by including fast fading models within 
the SLS.  Here the SLS must support a PHY abstraction capability to accurately predict 
the instantaneous performance of the link layer.

Dynamic PHY Abstraction Methodology
PHY abstraction methodology for predicting instantaneous link performance for OFDM 
systems has received considerable attention in the standards literature -. The role of a 
PHY abstraction is  to  predict  coded BER/PER given a received channel  realization 
across the OFDM sub-carriers used to transmit the coded FEC block.  To predict coded 
performance, the post-processing SINR values at the input to the FEC decoder are 
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considered as input to the PHY abstraction mapping.  Since, for OFDM, the coded block 
is transmitted over several sub-carriers, the post-processing SINR values of the pre-
decoded streams are non-uniform.  The PHY abstractions defined thus far, compress 
these vector of SINR values to a single effective SINR value, which can then be further 
mapped to a BLER/PER number.

Several  PHY abstractions  to  predict  the  instantaneous  link  performance have been 
proposed in literature.  Examples include effective SINR , mean instantaneous capacity 
(-), exponential-effective SINR (EESM, ,-), Mutual information effective SINR (MIESM, ,) 
etc.  Each of these PHY abstractions uses a different function to map the vector of SINR 
values to a single number.  Given the instantaneous effective SINR, mean capacity or 
mutual  information,  the  PER (block  error  rate)  for  each MCS is  calculated  using  a 
suitable mapping function for each MCS scheme.  

The mutual  information based PHY abstraction shall  be used as the  baseline  PHY 
abstraction methodology for 802.16m system evaluation.  In the following we specify the 
details associated with the mutual information PHY abstraction.

Mutual Information PHY Abstraction 
Mutual information is a metric for mapping the vector of SINR values to an effective 
SINR metric . The mutual information per symbol is computed as a function of the M-ary 
modulation scheme, with m bits/symbol, as follows:

X

XY iSINRXYPXP
iSINRXYPEimiSINRSI

))(,|()(
))(,|(log))(),(( 2 (7.2-5)

In  the  above,  Y  is  the  received  symbol  and  ),|( SINRXYP  is  the  AWGN  channel 
transition probability density conditioned on the input symbol X.  It is assumed that P(X) 
= 1/M, where M is the size of the M-ary modulation alphabet.  

Assuming N sub-carriers are used to transmit a coded block, the received mutual information 
over a coded block is computed as:

N

i
imiSINRSIiRBI

1
))(),(()( (7.2-6)

We note that the even though we refer to the coded block being carried over a set of sub-
carriers,  in  general,  the code block may be carried over  multiple  dimensions,  including the 
spatial dimensions available with MIMO.  Also note that in the above, the mutual information 
may be computed even with non-uniform modulation across the coded block.  Rather, 
than  mapping  the  received  mutual  information  to  an  effective  SINR  value  (Mutual 
Information Effective SINR-MIESM), it is more useful to compute the normalized mutual 
information per bit,  which only depends on the code rate and is independent of the 
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modulation schemes used to transmit the coded block.  The received bit information 
rate is expressed as follows:

N

i

N

i

im

imiSINRSI
iRBIR

1

1

)(

))(),((
)( (7.2-7)

The advantage of computing the RBIR is that the relationship between the RBIR and 
the PER is dependent only on the AWGN curves for the code rate and is independent of 
the modulation scheme.  This feature is a very useful in computing the PHY abstraction 
for  cases where the coded block comprises of  mixed modulation symbols.   Further 
details on the mutual information PHY abstraction metric may be found in .  

We further note that an adjustment parameter may be specified with the RBIR metric 
that can account for deviations of the RBIR mapping with respect to the AWGN curves. 
This adjustment parameter is illustrated by the following equation.

N

i

N

i
adjust

im

imSINRiSINRSI
iRBIR

1

1

)(

))(,/)((
)( (7.2-8)

The  exact  specification  of  this  adjustment  parameter  will  be  determined  through 
simulations  and shall  be  specified  along with  the  PHY abstraction tables,  once the 
802.16m numerology is specified. 

We note that the RBIR/MIESM metric has been extensively compared with capacity-
based effective SINR, as well as with the EESM metric and its performance has been 
shown to be superior  ,. Further, it is a very useful metric to model mixed modulation 
scenarios, for example those encountered when modeling adaptive HARQ or adaptive 
bit loading.  The RBIR based mutual information based PHY abstraction can be used as 
the baseline IEEE 802.16m PHY abstraction methodology. In the following we specify 
the details associated with the mutual information PHY abstraction.

SINR Computation
All PHY abstraction metrics are computed as a function of post-processing SINR values 
across  the  coded block  at  the  input  to  the  decoder.   The post-processing  SINR is 
therefore dependent on the receiver algorithm used to demodulate the symbols.  As an 
illustration of how the post-processing SINR values can be computed, we consider the 
simple case of a single-input-single output (SISO) system with a matched filter receiver. 
The received signal at the ith sub-carrier for thm  target user is calculated as:
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),0()()()()( 2
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(7.3-9)

where 

m
dP  is the total transmit power from BS (per sector) or thm  MS
m
lossP  is the path loss including shadowing and antenna gains 

)(iH m
is the channel gain for the desired MS for the thi sub-carrier.

)(,, iGPP jj
loss

j
I  are  the  transmit  power,  path  loss  and  the  channel  gain  between  the 

desired MS and the 
thj  interferer. 

jXS ,  are the transmitted symbols of the desired MS 
and the 

thj interferer, respectively. ),0( 2N is the receiver AWGN noise with variance 2 .
The  post-processing  SINR,  assuming  a  matched  filter  receiver )()( * iYiH mm

,  may  be 
expressed as

IN

j

jj
loss

j
In

mm
loss

m
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iGPP

iHPP
iSINR

1

22

2

)(
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(7.3-1
0)

In the above we assume that ideal knowledge of interference statistics per sub-carrier is 
available for post-processing SINR computation.  For MIMO systems, post-processing 
SINR may be similarly  calculated,  especially  if  linear  receivers  are  used for  MIMO 
processing.  We assume that linear minimum mean square (LMMSE) receivers will be 
used as a baseline receiver for SLS methodology.  Advanced receivers, such as the 
maximum likelihood receiver, and the associated PHY abstractions may be considered 
on an as needed basis and are for further study (FFS).  The following section describes 
the  post-processing  SINR  calculations  for  MIMO  reception  assuming  the  baseline 
LMMSE receiver.

Post Processing SINR Calculation for MIMO 
To illustrate the post  processing SINR calculation for  a MIMO system based on an 
LMMSE receiver, we assume an M transmit and L receive antenna system for Downlink 
transmission.  Since these calculations are illustrative, for  the sake of simplicity,  we 
assume  that  M spatial  streams  are  transmitted  and ML .    We  also  assume  that 
interferers and the desired signal use the same MIMO scheme for transmission.   The 
simplified signal model is described as follows:
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),0()()()()()( 2
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(7.3-11)

where 

)(iY m  is the L dimensional received signal at the MS for the thi  sub-carrier.
)(iH m is the L X M channel gain matrix between the desired BS and the MS for the thi

sub-carrier.
)(iGm is the L X M channel gain matrix between the interfering BS and the MS for the thi

sub-carrier.
)(),( iXiS j are the M dimensional transmit symbol vectors of the desired MS and the 

thj

interferer, with covariance IandI jId
2
,

2 , respectively.  ),0( 2 IN are the receiver AWGN 
noise vector with covariance I2 . I  is the  M x M identity matrix.

At the MS, a LMMSE receiver is used to demodulate the transmitted signal vector, and 

)()()(ˆ iYiWiS m .

Here the non-interference-aware MMSE weights W are specified as 

*
1

2

2*
()( m

d

mm HIHHiW  (7.3-12)

where, the expression , (.)* is the Hermitian operator.  

The post-processing SINR can be computed by defining the following expressions:

)()()( iHiWiE m , 

))(()( iEdiagiD , 

denotes the desired signal component.  )()()( iDiEiI self ,  is the self interference 
between MIMO streams.

The post-processing SINR for thi  sub-carrier and the thk MIMO stream is given as:
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Here, ideal knowledge of the interfering statistics is assumed for the computation of the 
post-processing SINR, even though the MMSE receiver does not assume knowledge of 
the interference statistics.

Interference Aware PHY Abstraction
As  noted  earlier,  accurate  modeling  of  post-processing  SINR  in  the  presence  of 
interference requires perfect knowledge of per-sub carrier interference statistics.  The 
baseline methodology shall assume that perfect knowledge of interference statistics per 
sub-carrier is available at the receiver.  We realize that this is an ideal assumption not 
likely to be met with practical receivers, and a suitable interference-aware PHY abstraction 
will  become  necessary  with  the  use  of  practical  receivers  operating  in  the  presence  of 
interference.  The specification of a standard practical interference-aware receiver is for 
further study (FFS).

Practical Receiver Impairments
The evaluation should account  for  practical  receiver  implementation losses resulting 
from  channel  estimation  errors,  synchronization  errors  etc.  Inclusion  of  channel 
estimation losses and other receiver impairments is FFS; however the minimum level 
required is of adding a fixed implementation loss backed by analysis/simulation. The 
channel estimation algorithm that should be assumed as baseline is a linear channel 
estimation from known symbols (linear means each channel estimate is a linear function 
of the received pilots), with reasonable delay considering the link latency requirements.

Effect of Different Block Sizes
The PHY abstraction predicts the link performance, in terms of PER, for a coded FEC 
block.  Often it is required to predict the PER of a burst of data comprising several code 
blocks. Here we need to extrapolate the overall PER of the burst as a function of the 
predicted PER across the code blocks.  We note that if the channel is varying slowly, 
packet errors across code blocks will be correlated for the blocks that are contiguously 
allocated along time.  However, due to sub-carrier permutation, packet errors across 
code blocks allocated along the frequency axis will appear independent.  The overall 
PER of the code blocks that are correlated may be computed as the maximum of the 
individual  PER.   Whereas,  the PER for  code blocks  that  are independent,  may be 
computed  via  the  independence  assumption.   Therefore  the  overall  predicted  PER 
across the burst shall be modeled as 
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 )max1(1 , ji

Blocks
tIndependnei blcokscorrelatedj

burst PERP (7.6-1

4)

The  exact  procedure  for  determining  the  number  of  correlated  blocks  in  a  burst  is 
dependent on the Doppler and delay spread of the channel, and the exact specification 
is FFS

PHY Abstraction for H-ARQ
PHY abstraction of H-ARQ depends on the H-ARQ method and should be justified by 
link  level  simulations  showing  the  PER  forecast  versus  actual  PER  in  each 
retransmission. 

The following abstraction is proposed as baseline:
For Chase combining (CC): the SINR values of the sub-carriers are summed 
across retransmissions, and these combined SINR values will  be fed into the 
PHY abstraction.
For  Incremental  redundancy  (IR):  the  transmission  and  retransmissions  are 
regarded as a single codeword, and all the SINR values are fed into the PHY 
abstraction, which is calibrated according to link level PER curves of the entire 
transmission (including the retransmission). For MI/EESM/MIC abstraction, there 
is  no need to  store the SINR values,  only  the sum metric  over  the previous 
transmissions, so this method is simpler than the first.

For methods combining CC and IR the second approach is preferred but should be 
justified by link level simulations.

Summary of Baseline PHY Abstraction Assumptions

PHY Abstraction Modeling Features Baseline Assumptions
PHY Abstraction metric Mutual Information (MI)

Receiver Modeling Linear Minimum Mean Square (LMMSE)

Interference Modeling at the Receiver Ideal knowledge of per sub-carrier interference 
statistics

Receiver Impairments

Practical Receiver
Linear channel estimation
Specific abstraction is FFS

HARQ Modeling

CC: Assume perfect combining of SINR across 
re-transmissions

IR: Combine MI metrics across re-
transmissions

Advanced Receivers FFS
Practical Receiver Impairments FFS

Practical Interference Aware Receivers FFS

Table 7-13: Baseline PHY abstraction Assumptions
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8 Link Adaptation
System  level  simulations  shall  include  adaptation  of  the  modulation  and  coding 
schemes,  according  to  link  conditions.  The  system  performance  shall  be  tested, 
considering link adaptation algorithm application. 

Adaptive Modulation and Coding
The  evaluation  methodology  assumes adaptive  modulation  and coding  with  various 
modulation schemes and channel coding rates is applied to packet data transmissions. 
In the case of MIMO, different modulation schemes and coding rates may be applied to 
different streams. The algorithm for power, MIMO rank, and modulation adaptation per 
resource block is FFS. 
 

Chanel Quality Feedback Delay
Channel quality feedback processing delay accounts for the latency associated with the 
measurement of channel at the receiver, the decoding of the feedback channel, and the 
lead-time  between  the  scheduling  decision  and  actual  transmission.  The  delay  in 
reception of the channel quality feedback delay must be modeled to accurately predict 
system performance. 

Link Adaptation with H-ARQ
The link adaptation algorithm should be optimized to maximize the performance at the 
end of the H-ARQ process (e.g. maximize the average throughput under constraint on 
the delay and PER, or maximize number of users per service).

Adaptive H-ARQ in which the parameters of the retransmission are changed according 
to channel conditions reported by the MS may be considered. Currently the evaluation 
methodology assumes H-ARQ retransmissions do not depend on CQI, and modeling of 
adaptive H-ARQ is FFS.

Channel Quality Feedback
Channel  quality  measurements  sent  by  the  MS are  proposal  specific  and  may  be 
different from the metrics used in the PHY abstraction (for example physical average 
SNR  can  be  used  as  metric),  as  they  are  affected  by  practical  estimation  and 
implementation considerations.

The scheduling will be done based on the reported metric rather than ideal abstraction.

The estimation errors of the CQI metric (or other reports) should be taken into account. 
A proposed way is to measure the estimation errors in link level simulation and feed 
them artificially into the SLS by adding noise to the true CQI value.

Scheduler MCS Selection
The scheduler should take into account the following factors when selecting the user 
and the MCS:
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1. A CQI metric which doesn’t directly map to packet error rate forecast (e.g. 
SNR metric rather than MI/EESM)

2. CQI metric estimation errors
3. The user mobility and the delay between the measurement and the allocation 

(which inserts errors in the throughput forecast)
4. H-ARQ

These factors result in uncertainty regarding the throughput and packet error rate of a 
considered transmission. The implementation of the scheduler is system specific. 

For the baseline proportional fair scheduler, the throughput and packet error rate (per 
user, resource block and modulation scheme) used by the scheduler when deciding on 
allocation  and modulation,  will  be  replaced  by  the  estimated mean throughput  and 
estimated mean  packet  error  rate  given  the  reported  CQI  (i.e. 

,|ˆ CQIThroughputEghputuThro CQIPEREREP |ˆ .) 

The simulation may assume per-user adaptation by an outer loop based on ACK/NACK, 
but this loop doesn’t need to be simulated. For example, the mean PER and throughput 
estimations may rely on knowledge of slowly changing parameters such as velocity and 
geometry which are not reported, the underlying assuming being that such adaptation 
can be made by an outer loop.

9 Calculation of Overhead

Calculation of L1 overhead
The  L1  overhead  shall  be  accounted  for  the  purpose  of  calculation  of  system 
performance metrics such as spectral efficiency, user throughput, etc. The following are 
the list of L1 overhead that shall be accounted for in the overhead calculation:

1. Number of sub-carriers that carry preamble (Npreamble)
2. Number of sub-carriers that are used as the guard carriers and DC sub-carrier 

(Nguard).
3. Number of sub-carriers that are assigned to the TX/RX switching points (Ngap) (for 

TDD duplex scheme only).
4. Number of sub-carriers that are used to carry pilots (Npilot) in downlink or uplink 

sub-frame.
5. The cyclic prefix (CP) or the guard interval (GI)  is  accounted for  through the 

actual number of OFDM symbols within a frame.

Given transmission  bandwidth  (BW)  and sub-carrier  spacing  (1/T when there  is  no 
cyclic prefix), the ideal number of sub-carriers per OFDM symbol becomes TBW . The 
number  of  OFDM symbols  over  frame duration  (Tf)  excluding  L1  overhead  can  be 

expressed as
T
T f .  Hence, the total  number of available sub-carriers over BW and Tf 

becomes fTBWM .
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However, due to L1 overhead, the actual number of available sub-carriers (N) over a 
frame and the transmission bandwidth will be smaller than M. 

1001
M
NML overhead  in %   

(9.1-15)

As an example in IEEE 802.16e reference system, M=10 MHz * 5 ms = 50000. Using 
DL PUSC, 47 OFDM symbols are available (including the preamble and cyclic prefix 
overhead). The number of usable sub-carriers for both data and pilot is 840*47 including 
the effect of guard sub-carriers. In PUSC, the number of pilots is 840*47/56*8=5640. 
Thus, N is equal to 840*47*48/56=33840. Hence, the L1 overhead becomes 32.3%. 

Calculation of L1+L2 overhead

The L2 overhead includes the following:

1. The number of OFDM symbols (or sub-carriers) that are used for MAP, 
2. The average number of ODFM symbols (or sub-carriers) that are used for system 

configuration information (FCH, DCD/UCD).
3. The number of OFDM symbols (or sub-carriers) that are used for ACK/NACK,
4. The number of OFDM symbols (or sub-carriers) that are used for CQICH, 
5. The number of OFDM symbols (or sub-carriers) that are used for Ranging

Let L denote the number of sub-carriers over a frame and the bandwidth excluding L2 
overhead such as MAP, control channel, etc. Then, the L1+L2 overhead is defined

10021
M
LMLL overhead  in %.

The L2 overhead can be written as

1002
N
LNL overhead  in %.

Note that overheadoverheadoverhead LLLL 2121 .

10 Calculation of PAPR (Informative) 
PAPR  is  used  to  calculate  the  TX  power  amplifier  back-off  value.  Since  it  is  not 
desirable to change the back-off value at every symbol, the rms transmit power should 
be evaluated over long period of time. For the calculation of average power, the worst 
case  assumption,  which  causes  maximum  average  power,  should  be  made;  e.g., 
maximum loading of data. In addition it is desirable for the Pav1 defined below to have 
similar value from symbol-to-symbol.

Pav1 denotes the average power over one OFDM symbol duration defined by
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dtts
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1
 

(9.2-16)
where s(t) is the time domain OFDM signal. Note that s(t) may include a weight matrix 
to take into account the transmit beamforming, and closed-loop MIMO if any. Note that 
the weight matrix is a function of channel and can increase the peak power.

Pav is  an ensemble average of  OFDM symbols over  all  possible  random data,  and 
channel 

2
)(tsEPav   9.2-17)

In transmit antenna selection, the average power should be evaluated only when the 
antenna is selected in order to get the maximum (or worst case) average power.

Pmax is the peak power measured over one OFDM symbol duration and it is defined as

2

0
max )(max tsP

Tt
 

(9.2-18)

Then, the PAPR1 and PAPR are defined as follows

1

max
1

avP

P
PAPR

avP

P
PAPR max ,  

(9.2-19)

The  CCDF  of  PAPR1  and  PAPR  should  be  evaluated  over  all  possible  channel 
conditions, and random OFDM signals. In the PAPR simulations, the signal shall  be 
over-sampled at least 8 times. The guard interval can be included in the OFDM symbol 
duration (T).  From Pav and CCDF of PAPR, the back-off value and operating point of PA 
can be obtained.

Instantaneous PAPR
The instantaneous power can be written as

2
)(tsPi .

We can define two different instantaneous PAPR by normalizing using either Pav1 or Pav

1
1

av

i
i P

PPAPR , and
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av

i
i P

PPAPR .

Note that we should look at lower probability in CCDF of PAPRi than that in PAPR case 
depending on the number of samples during one OFDM symbol.

11 H-ARQ
The stop-and-wait Hybrid ARQ (HARQ) protocol is implemented with multiple HARQ 
streams in  each frame for  every served MS.  The scheduler  explicitly  considers the 
status of the HARQ streams when computing the scheduling metric and deciding priority 
for scheduling streams. When HARQ is enabled, retransmissions are modeled based 
on the H-ARQ option chosen.  HARQ can be configured as synchronous/asynchronous 
with adaptive/non-adaptive modulation and coding schemes for Chase combining or 
incremental redundancy operation.  The HARQ model and type shall be specified with 
chosen parameters, such as maximum number of retransmissions and etc.

In the case of H-ARQ IR the new estimated PER would be derived according to the new 
code rate after the additional bit add which decrease the code rate from rate R1 to rate 
R2.
The MAC scheduler must efficiently allocate the available radio resources on frame-
boundaries  to  satisfy  the  QoS requirements  of  competing  flows  by  exploiting  time-
varying channel conditions under fairness criteria, if any. 

12 Scheduler

DL scheduler 
A DL scheduler at  the BS partitions the two dimensional  DL frequency subchannel-
OFDMA symbol resources between active DL flows. In its most generic form, a MAC 
scheduler may calculate a metric per flow at time t  )(tM i  that is a function of many 
attributes specific to the flow, and serve the flows in descending order of the metric 
values, where  )...)(),(),(),(()( tThroughputtDelaytCQItQoSftM iiiii  [33]. There are several 
options  for  constructing  the  metric  function,  and each  may serve  a  useful  purpose 
depending on the design objectives. 

For the baseline simulation, a generic proportional fair scheduler with scheduling metric 
specified  in  Section   shall  be  used,  for  full-buffer  traffic  model.  In  the  general 
deployment  case,  the  MAC scheduler  should be  capable  of  handling  traffic  mix  on 
different QoS service classes that are enabled by the air interface. The proponent may 
present additional results with a more sophisticated scheduler other than proportional 
fair scheduler and shall specify the scheduler algorithm in detail. 

UL scheduler
A UL scheduler at  the BS partitions the two dimensional  UL frequency subchannel-
OFDMA symbol  resources between active UL flows.  UL scheduler is very similar  to 
Downlink Scheduler.  UL scheduler maintains the request-grant status of various uplink 
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service flows.  Bandwidth requests arriving from various uplink service flows at the BS 
will be granted in a similar fashion as the downlink traffic.  

Scheduling Metric for Proportional Fair Scheduler
At any scheduling instant t , the scheduling metric  )(tMi  for subscriber  i  used by the 
proportional fair scheduler is given by

)(_
)(_

)(
tsmoothedT

tinstT
tM

i

i
i (12.3-20)

where  )(_ tinstT i  is the data rate that can be supported at scheduling instant  t  for 
subscriber  i  )(_ tinstT i  is a function of the instantaneous SINR, and consequently of 
the  modulation  and  coding  scheme  that  can  meet  the  PER  requirement. 

)(_ tsmoothedT i  is the exponentially smoothed throughput at the scheduling instant t  for 
user i . For the scheduled subscriber, )(_ tsmoothedT i  is computed as 

(9.2)

and for unscheduled subscriber, 

(9.3)  
where 1PFT  represents the latency time scale of the PF scheduler.

The trade-off between spectral efficiency and fairness is implicit  in the choice of the 
latency time scale. Larger values of   PFT  make it  possible for the scheduler to wait 
longer to schedule subscribers when channel conditions are most favorable, thereby 
achieving higher spectral efficiency. Shorter time scales reduce the amount of flexibility 
the scheduler has in scheduling a particular subscriber since throughput becomes the 
dominant factor in the value of the metric.
Although the throughput for  an unscheduled subscriber drops with every scheduling 
opportunity  that  is  missed,  the  metric  for  the  same subscriber  increases,  ultimately 
forcing the subscriber to be scheduled within the latency time scale of operation.

13 Interference Modeling
One of the key benefits of the WiMAX air interface is the capability to enable frequency 
reuse of 1.   This allows the same frequency channel  to be shared by all  cells in a 
network, and thereby ease deployment by eliminating frequency planning.  This attribute 
is already available in CDMA networks, and is highly desirable in OFDMA networks. 
Universal frequency reuse pattern, however, causes the system to become interference 
limited.  The nature of interference seen by a MS in downlink and a BS in uplink is 
typically time-frequency selective.  The network simulator models interference using a 
realistic  channel  model,  which  includes  both  slow  fading  and  fast  time-frequency 
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selective fading components.   The simulator  ascribes the same fast  fading channel 
model to a MS in the downlink & uplink, example ITU Ped A. 

For simplicity, in early simulations it is assumed that interference has same fast fading 
channel model as desired signal, and in later detailed simulations the SCM channel 
model is used.  Also, as an optional simplification, the time-frequency channel of only 
the strongest B  interferers may be modeled to reduce simulation complexity.  A typical 
value for B may be 14.  The remaining interferers are then modeled as (spatially) white 
and non-frequency selective AWGN processes whose variances are changing in time 
based on a Raleigh fading process.  

Another important consideration in modeling interference is how the base stations in the 
network  allocate  resources.   This  is  especially  important  if  the  network  is  not  fully 
loaded,  since  OFDMA resource  allocation  may  be  optimized  in  these  networks  to 
reduce  interference.   If  center  cell  method  is  used,  it  is  expected  that  2  tiers  of 
interferers are modeled in downlink, and 4 tiers in uplink to yield accurate interference 
statistics.  In addition, the BS schedulers in interfering cells need to be abstracted such 
that resources are allocated on a time-frequency grid according to scheduling algorithm. 
The  minimum unit  of  allocation  is  a  slot,  comprising  of  1  or  more  frequency  sub-
channels times 1 or more symbol durations, depending on the permutation scheme. 
The number of slots allocated is a fraction of total slots available in a frame, and this 
fraction represents network loading.   This  ensures  that  network  loading  is  modeled 
accurately and its effect on system performance can be studied.  In this approach, the 
BS scheduler and MS in interfering cells are not instantiated.  However, if wrap-around 
method is used, the interference is generated dynamically by explicitly modeling all co-
channel  MS  and  cells.   This  method  yields  a  more  accurate  representation  of 
interference  in  uplink  &  downlink,  and  is  recommended  for  studying  interference 
mitigation techniques.

14 Handoff (informative)
The  system  simulation  defined  elsewhere  in  the  document  deals  with  throughput, 
spectral  efficiency,  and latency.   This  section  focuses on the  methods to  study the 
performance of handover which affects the end-users experience. For parameters such 
as cell  size,  DL&UL transmit  powers, number of users in a cell,  traffic  models,  and 
channel models; the simulation follows the simulation methodology defined elsewhere in 
the document. 

The handover procedure consists of cell reselection via scanning, handover decision 
and initiation, and network entry including synchronization and ranging with a target BS. 
Latency is a key metric to evaluate and compare various handover schemes as it has 
direct impact on application performance perceived by a user. Total handover latency is 
decomposed into several latency elements (see section 14.x.x). Further, data loss rate 
and unsuccessful handover rate are other important metrics. 
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Figure 14-4: a) 2 Cell and b) 7 Cell topology

The simulation scenarios consider 2 cells and 7 cells (first tier) network topologies as 
shown in Figure 1. For both 2 cell and 7 cell scenarios, the SINR, and RSSI calculations 
in both serving BS cell and target BS cell contain the interference modeling which is 
defined in the simulation methodology document. Either one mobile MS with multiple 
fixed MSs or multiple mobile MSs with multiple fixed MSs may be deployed within these 
topologies. For simplicity, 2 cell topology with one mobile MS and multiple fixed MSs 
can be modeled as a baseline. 7 cell topology can be used to evaluate the scenarios in 
which  more  than one potential  target  BSs are  involved in  the  handover  procedure. 
Three trajectory patterns shown in Figure 2, 3, and 4 can model the mobile MSs mobility 
in the 7 cell topology as well as 2 cell topology. For the 7 cell topology, statistics will be 
collected only when mobile MSs had handover from or to the center cell (i.e. Cell 1 in 
Figure 1(b)). 

The mobile MSs speeds need to be varying per simulation drop following Table 3.3.1-1 
Channel models. The trajectory of the mobile MSs can be chosen from the trajectories 
shown below. 

Trajectory 1
In this trajectory,  mobile users move from cell  1 to cell  2 along the arrow shown in 
Figure 2.
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Figure 14-5: Trajectory 1 -> Straight path between BSs [30]

Trajectory 2 
In this trajectory, mobile users move along the cell edge as shown in Figure 3. 

       

Figure 14-6: Trajectory 2 -> Straight path along the cell edge [30]

Trajectory 3
In this trajectory, mobile users move between the BSs as shown in Figure 4. 
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Figure 14-7: Trajectory 3 -> Zigzag path between two BSs

Handover Performance Metrics
The  following parameters  will  be  collected  in  order  to  evaluate  the  performance of 
different handover schemes. All these statistics defined in this section will be collected 
in relation to the occurrence of handovers. A CDF of each metric may be generated to 
evaluate a probability that the corresponding metric exceeds a certain value.  

For a simulation run, we assume:

Total number of successful handovers occurred during the simulation time = NHO

Total number of failed handover during the simulation time = NHO_fail

Total number of handover attempts during the simulation time = Nattempt

1-  Radio  Layer  Latency: Radio  Layer  Latency: This  value  measures  the  delay 
between the time instance T1,i that an MS transmits a serving BS its commitment to HO 
(for a HHO, this is the time that the MS disconnects from the serving BS) and the time 
instance T2,i  that the MS achieves the success of the PHY layer synchronization (i.e., 
frequency and DL timing synchronization)  due to  handover  occurrence i.  The exact 
thresholds for successful PHY synchronization are for further study. For this metric, the 
following will be measured.

Average Radio Layer Latency = 

HO

N

i
ii

N

TT
HO

)(

 1
,1,2
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Maximum Radio Layer Latency = 
][

1
ioccurrancehandoverofLatencyLayerRadioMax

HONi

2- Network Entry Time: This value represents the delay between an MS’s radio layer 
synchronization at T2,i, and its completion of a Layer 2 network entry procedure at T3,i 

due to handover occurrence i. This consists of ranging, UL resource request processes 
(contention or non-contention based), negotiation of capabilities, and registration. All HO 
MAC messages success/failure rates must be consistent with the packet error rate used 
for data. 

Average Network Entry Time = 
HO

N

i
ii

N

TT
HO

)(
 1

,2,3

Maximum Radio Layer Latency = 
][

1
ioccurancehandoverofTimeEntryNetworkMax

HONi

3- Connection Setup Time: This value represents the delay between the completion of 
Layer 2 network entry procedure at T3,i and the reception of first data packet from new 
BS (target BS) at T4,i due to handover occurrence i..  This consists of DL-UL packet 
coordination and a path switching time. A path switching time, as a simulation input 
parameter, may vary depending on network architecture. 

Average Connection Setup Time = 
HO

N

i
ii

N

TT
HO

)(
 1

,3,4

Maximum Radio Layer Latency = 
][

1
ioccurancehandoverofTimeSetupConnectionMax

HONi

4-  Service Disruption Time: This value represents time duration that a user can not 
receive any service from any BS. It  is  defined as the sum of Radio Layer Latency, 
Network Entry Time and Connection Setup Time due to handover occurrence i.. 

Average Service Disruption Time = Average Radio Layer Latency + Average 
Network Entry Time + Connection Setup Time
Maximum Service Disruption Time = 

][
1

ioccurancehandoverofTimeDisruptionServiceMax
HONi
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6-  Data  Loss:  This  value  represents  the  number  of  lost  bits  during  the  handover 
processes.  DRX,i   and DTX,i   denotes the number of received bits by the MS and the 
number  of  total  bits  transmitted  by  the  serving  and  the  target  BSs  during  the  MS 
performs handover occurrence  i,   respectively. Traffic profiles used for the simulation 
experiments to compare different handover schemes need to be identical. 

Data Loss =
HO

N

i
iRXiTX

N

DD
HO

1
,,

 

6- Handover Failure Rate: This value represents the ratio of failed handover to total 
handover  attempts.  A failed handover  happens if  a  handover  is  executed while  the 
reception conditions are inadequate.

Handover Failure Rate =
attempt

failHO

N
N _ 

15 Power Management (informative)
The objective  of  power  management  is  to  minimize the  power  consumption  by  the 
subscriber stations (MSs) and thus, to maximize the battery life of the mobile devices. 
This is achieved through the use of idle mode and sleep mode operations. While idle 
mode is designed to use the periods of inactivity between calls to save battery power, 
the sleep mode is designed to use the periods of inactivity in between packets bursts of 
a  call  to  reduce  power  consumption  by  the  mobile  devices.  Thus,  the  simulation 
methodology  should  model  sleep  and  idle  mode  operations.  In  addition,  it  should 
provide means to investigate the performance of idle and sleep mode operations. For 
example,  some  of  the  critical  performance  parameters  to  evaluate  the  power 
management in such networks are as follows: the duty cycle of idle and sleep mode 
operations; time it takes for an MS to return to active from idle and sleep mode. The 
details of these parameters are FFS.  

16 Simulation Procedure and Flow 

Downlink 

Center Cell Method
1. The system is modeled as a network of 19 hexagonal cells each with 3 sectors.
2. MSs are first dropped randomly throughout the system such that the distance of 

the MS from the BS is at least 35m from the BS. Each mobile corresponds to an 
active user session that runs for the duration of the drop. 

3. Sector assignment is based on the received power at an MS from all potential 
serving sectors.  The sector with best path to MS, taking into account slow fading 
characteristics  (path  loss,  shadowing,  and  antenna  gains)  is  chosen  as  the 
serving sector.  Each user is assigned to only one sector.

4. Mobile stations are randomly dropped over the 57 sectors such that each sector 
has  the  required  numbers  of  users.  All  sectors  of  the  system shall  continue 
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accepting users until the desired fixed number of assigned users per sector is 
achieved in all sectors.

5. MSs are assigned channel models with the given probabilities.

6. The  signal  and  interference  are  computed  for  each  MS  by  considering  the 
propagation model and assigned channel models. 

7. Packet calls arrive as per the traffic mix and traffic models of section. Packets are 
not blocked when they arrive into the system (i.e. queue depths are infinite).

8. Packets are scheduled with a packet scheduler using the proportional fairness 
metric. Channel quality feedback delay, PDU errors and ARQ are modeled and 
packets are retransmitted as necessary.

9. Simulation  time  is  chosen  to  ensure  convergence  in  desired  performance 
metrics.

10.Performance statistics are collected only for MSs in the center cell.
11. All 57 sectors in the system shall be dynamically simulated.

Wrap-around Method
As described in Section , the network topology shall be implemented with cell wrap 
around.
 

1. The system is modeled as a network of 19 hexagonal cells each with 3 sectors
MSs are first dropped randomly throughout the system such that the distance of 
the MS from the BS is at least 35m from the BS. Each mobile corresponds to an 
active user session that runs for the duration of the drop. 

2. MSs are first dropped randomly throughout the system such that the distance of 
the MS from the BS is at least 35m from the BS. Each mobile corresponds to an 
active user session that runs for the duration of the drop.

3.  MS’s sector  assignment  is  based on the received power at  an  MS from all 
potential serving sectors.  The sector with best path to MS, taking into account 
slow fading characteristics (path loss, shadowing, and antenna gains) is chosen 
as the serving sector.  Each user is assigned to only one sector.

4. Mobile stations are randomly dropped over the 57 sectors such that each sector 
has  the  required  numbers  of  users.  All  sectors  of  the  system shall  continue 
accepting users until the desired fixed number of assigned users per sector is 
achieved in all sectors.

5. MSs are assigned channel models with the given probabilities.

6. The  signal  and  interference  are  computed  for  each  MS  by  considering  the 
propagation model and assigned channel models. 

7. Packet calls arrive as per the traffic mix and traffic models of section. Packets are 
not blocked when they arrive into the system (i.e. queue depths are infinite).

8. Packets are scheduled with a packet scheduler using the proportional fairness 
metric. Channel quality feedback delay, PDU errors and ARQ are modeled and 
packets are retransmitted as necessary.

9. Simulation  time  is  chosen  to  ensure  convergence  in  desired  performance 
metrics. 

10.Performance statistics are collected for MSs in all 19 cells.
11. All 57 sectors in the system shall be dynamically simulated.
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Uplink

TBD  

Calibration

TBD

17 Traffic Models

Described in a separate contribution

18 Simulation Outputs and Performance Metrics

Described in a separate contribution

19 Template for Reporting Results
The  link-level  and  system-level  simulation  results  shall  be  reported  in  the  format 
exemplified in the following tables and graphs . Where applicable, one table and figure 
per simulation case should be provided. Models and assumptions should be aligned 
with  those listed  in  this  document.  Any deviations  should  be highlighted.  Link  level 
results should be presented as in Figure 19-12. 

Metric Peak Rate 
(Mbps)

C-plane 
latency (ms)

U-plane 
delay (ms)

Intra- FA HO 
delay (ms)

Inter-FA HO 
delay (ms)

IEEE 802.16e 
Reference System
IEEE 802.16m DL
IEEE 802.16m UL

Table 19-14: System Analysis Results

Metric
Average cell throughput and 
spectrum efficiency (x IEEE 
802.16e Reference System)

Average user 
throughput and 

spectrum efficiency

Cell-edge user 
throughput and 

spectrum efficiency
IEEE 802.16e 

Reference 
System

IEEE 802.16m 
baseline 
SU-MIMO

IEEE 802.16m 
baseline 

MU-MIMO
IEEE 802.16m
IEEE 802.16m

Table 19-15: Downlink full buffer system evaluation
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Metric
Average cell throughput 
and spectral efficiency 

(x IEEE 802.16e 
Reference System)

Average user 
throughput and spectral 

efficiency

Cell-edge user 
throughput and 

spectral efficiency
IEEE 802.16e 

Reference 
System

IEEE 802.16m 
baseline

IEEE 802.16m
MU-MIMO

IEEE 802.16m 
SU-MIMO

IEEE 802.16m …

Table 19-16: Uplink full queue system evaluation results.

Metric VoIP Capacity
IEEE 802.16m 

DL
IEEE 802.16m 

UL

Table 19-17: VoIP Results

Metric System throughput and spectrum efficiency Max ISD
802.16e Reference System

MBS-SFN
802.16m

MBS-SFN

Table 19-18: MBS-SFN results.
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Figure 19-8: Example Result - Downlink normalized user throughput CDF
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Figure 19-9: Example Result - Downlink geometry distribution 
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Figure 19-10: Example Result - Uplink normalized user throughput 
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Figure 19-11: Example Result - Uplink Interference over Thermal (IoT) distribution
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Figure 19-12: Example Result - Normalized throughput vs. SNR for AWGN channel.
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