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QoS management and multiplexing for 802.16m
Eldad Zeira, Ron Murias, Stephen Terry

InterDigital Communications LLC

Introduction 
               

Today’s wireless devices often need to concurrently provide multiple services with widely differing quality of service (QoS) requirements. The QoS requirements are generally characterized by their minimum and average data rates, latency requirements, and relative priority and acceptable data rates. It is customary to group these requirements into broad categories (such as conversational, best effort etc.). However we should remember that the categories are an abstraction and that in reality service optimization requires their tailoring to both air interface and network or remote server behavior. To demonstrate the disparity between service requirements we should note as examples FTP (high data rate, relaxed latency requirements, non periodic), VoIP (low data rate, tight latency requirements, semi periodic) and newly considered gaming (low data rate, very tight latency requirements, non periodic). Multiplexing these services in the uplink presents some challenges as we’ll see below.
It is generally understood (and practiced in 802.16 REV-2) that bandwidth requests are service specific. In response to a bandwidth request the BS responds with a grant which indicates to MS when and how many bits it can transmit. When grants are limited by available radio resources, strategies are needed to multiplex uplink service flows into the granted bandwidth so that QoS requirements of the individual data flows are achieved without allowing one or more flows to exceed their QoS resulting in other multiplexed flow not to reach their QoS requirements. In devising multiplexing strategies we could opt for one of several extremes. As we will see below, all have disadvantages which show that the best approach should be a compromise.

We could, for example, make all grants MS-specific, for the MS to do with as it chooses. This “free for all” approach is very appealing as it provides high degree of flexibility of multiplexing and its associated gain in trunking efficiency
, latency etc. It is also very simple to specify and test for compliance as there’s really nothing to comply with. On the other hand, as the network cannot apriori predict MS behavior it will be difficult for it to optimize its grants to maintain QoS of individual date flows and radio resource efficiency. It is also difficult to adapt older MS to varying service and network requirements as they evolve. Finally, it is not guaranteed that all MS vendors would have a reasonable implementation if nothing is specified. For all of the above reasons we do not believe it is a good approach.

Alternatively, we could provide service flow (represented by connection ID ) specific grants, without any possibility for the MS for substitutes, or stealing. This approach will provide 100% control to the network. It is also easy to specify and test for compliance. On the other hand this approach causes loss of trunking efficiency due to the loss of multiplexing into a common grant.. It also requires a large amount of signaling overhead as information needs to be signaled dynamically per service rather than per MS. Therefore we do not believe this is a good approach either.

A variation of the above approach, standardized in 802.16 REV-2, allows the MS to steal a grant potentially meant for one service in favor of another and could simplistically be described as a matrix that specifies which services are allowed to steal from which other services. This variation, assuming it applies to many services, does improve the trunking efficiency relative to no stealing but creates in effect the free for all approach we have seen before, with all its disadvantages, for a subset of services.

The proposal in this document attempts to find a compromise between the approaches outlined above. This compromise should allow the network enough latitude to control MS behavior on a statistical, quasi-static basis while allowing the MS to dynamically multiplex the services to achieve high trunking efficiency. This is achieved by the introduction of quantified policies controlled by the BS and executed by the MS. 

Goals and Attributes of service multiplexing policy 
               

Simply stated, the goal of any multiplexing policy is to fulfill – but not necessarily exceed – the QoS requirements of each and all services with the most efficient use of resources. The difficulties start in trying to define the meaning of the QoS attributes and the relative importance of potentially conflicting requirements. Here for example is the set of QoS parameters that can be used for 802.16 (REV-2):

1. Traffic Priority (11.13.5); Note that according to REV-2 priority is only applied between service flows that are identical in all other QoS parameters. This in effect removes priority from consideration in multiplexing and could lead to surprising and unexpected results.

2. Traffic rates. Note that other than the per burst rate, all other quantities are by nature averaged. The averaging period is not defined. Averaging could be periodic or in sliding window and should ideally be related to the service latency requirements.

· Maximum Sustained Traffic Rate (11.13.6)

· Maximum Traffic Burst (11.13.7)

· Minimum Reserved Traffic Rate (11.13.8)

3. Vendor-specific QoS parameters (11.13.9)

4. Latency related:

· Tolerated Jitter (11.13.12)

· Maximum Latency (11.13.13)

5. Specific parameters for periodic and quasi-periodic flows:

· Unsolicited Grant Interval (11.13.19)

· Unsolicited Polling Interval (11.13.20) 

To the above we may want to add the service residual BLER requirements. Different BLER requirements may result from usage of transparent, unacknowledged or acknowledged ARQ modes.

It remains to define which is the more important of these parameters. Priority, for example, could be defined as the most important factor, overriding other considerations. This approach could be risky as then a higher priority service may at some point in time grab all available resources and starve other flows, including those with strict latency requirements. 

Alternatively we could make latency requirement considerations more important, overriding other considerations such as priority of the message.

If we assume that all parts of a MAC PDU use the same FEC then their BLER requirements must be compatible to avoid the inherent losses potentially incurred with too high or too low coding rate. 
Clearly, a compromise approach is also needed here that would consider data rates, latency and priority on a quantitative basis. Network control could be maintained via parameters that control the way these attributes are dynamically weighted against each other by the MS.
The following conclusions could be drawn from the discussion:
1) The BS must remain in control on a quasi-static basis to reduce signaling overhead while leaving instantaneous handling to the MS

2) No one attribute could be allowed to dominate service flow multiplexing

3) Service BLER requirements are best used to determine which flows may be sent in the same burst (and have therefore similar BLER)
4) Multiplexing and signaling overhead should be minimized
Framework for service multiplexing management 
               

The proposed framework improves uplink data flow multiplexing where at each granted transmission interval (TTI) one or more data flows are multiplexed into a MAC PDU. The mechanism applied likely meets but not exceeds the QoS requirements of each data flow so that fairness between flows and maximum resource utilization are achieved.

In this framework, bandwidth is requested per connection (service) as for 802.16 REV-2. Grants are given to the MS or per connection as needed.

One of the best ways to ensure fairness is to first consider service priority but limit the amount of data transmitted for the service until other flows have been served. This could be accomplished through the concept of priority bit allowance. An outline of such procedure could be described as follows:

1) Every service flow is allowed to accumulate a certain number of priority bits per accumulation time unit.

2) Receiving a grant:

a. the MS multiplexes flows in decreasing order of priority (highest priority first) into the MAC PDU 

b. Each flow is served only to its previously accumulated priority bits

3) If there is any bandwidth left over after all flows have been served

a. All flows are served again in order of priority

b. Each flow is now served to e.g. its highest sustained data rate 

In the above, the network or BS can maintain control of flow multiplexing by adjusting the length of and the number of priority bits accumulated per the accumulation time unit. . 

The product of the accumulation time unit length and number of bits determine the average data rate provided to the service flow according to this scheme, assumed of course that grants are sufficient.
The 802.16 REV-2 existing QoS parameters could be used by the BS to control MAC PDU multiplexing. The, the base station could use the Minimum Reserved Traffic Rate to determine the priority bit allowance and the Maximum Sustained Traffic Rate to determine the maximum sustained rate above. .

Service flow latency can be partially controlled by adjusting the length of the accumulation time unit. Provided grants are provided often enough, services with shorter accumulation time will tend to be served more often.

There are many open questions that need to be determined for this or similar procedures, listed below with no particular order of importance:

A) Should we subject all services to this procedure?

B) How to avoid “Dormant” flows to capture too much bandwidth when they return?

C) Should we allow serving more than the existing allowance thus reducing multiplexing overhead?

D) Should we define BLER as a QoS requirement?

a. If so, should we multiplex flows with highly differing BLER requirements into the same PDU?

E) Should we introduce a mechanism to directly control flow latency, beyond the partial control provided by the priority allowance time unit?

We propose that TGm studies the above framework or similar for adoption into 802.16m.
Text Proposal 
               

10.10 QoS
In order to provide QoS, IEEE 802.16m MAC associates an uni-directional flow of packets which have a specific QoS requirement with a service flow. A service flow is mapped to one transport connection with one flow identifier. ABS and AMS provide QoS according to the QoS parameter sets, which are negotiated between the ABS and the AMS during the service flow setup/change procedure. The QoS parameters can be used to schedule traffic and allocate radio resource. In addition, uplink traffic may be policed based on the QoS parameters.

10.10.1 Service Classes
[Note: these parameters have been copied from 802.16 REV-2 as referenced below]

The following QoS parameters are defined for 802.16m:

1. Traffic Priority (11.13.5);

2. Maximum Sustained Traffic Rate (11.13.6)

3. Maximum Traffic Burst (11.13.7)

4. Minimum Reserved Traffic Rate (11.13.8)

5. Vendor-specific QoS parameters (11.13.9)

6. Tolerated Jitter (11.13.12)

7. Maximum Latency (11.13.13)

8. Unsolicited Grant Interval (11.13.19)

9. Unsolicited Polling Interval (11.13.20) 
IEEE802.16m supports following additional information field parameters:

Tolerated packet loss rate

The value of this parameter specifies the maximum packet loss rate for the service flow.

Indication of Associated Flows

A parameter that indicates the flow(s) that are associated with the current service flow if any. 

10.10.2 Adaptive polling and granting
IEEE 802.16m supports adaptation of service flow QoS parameters. One or more sets of QoS parameters are defined for one service flow. The AMS and ABS negotiate the supported QoS parameter sets during service flow setup procedure. When QoS requirement/traffic characteristics for UL traffic changes, the ABS may autonomously switch the service flow QoS parameters such as grant/polling interval or grant size based on predefined rules. In addition, the AMS may request the ABS to switch the Service Flow QoS parameter set with explicit signaling. The ABS then allocates resource according to the new service flow parameter set.

10.10.3 Scheduling Services
In addition to the scheduling services supported by the legacy system, IEEE 802.16m provides a specific scheduling services to support realtime non-periodical applications such as on-line gaming. The detailed scheduling mechanism and the service flow parameters are FFS.

10.10.3.1 Downlink QoS management

10.10.3.2 Uplink QoS Management

10.10.3.2.1 Bandwidth Requests

802.16m uplink bandwidth requests are per connection ID.

10.10.3.2.2 Grants

802.16m uplink grants are per the MS or per specific connection on an as needed basis.
10.10.3.2.3 UL Service Flow Multiplexing

802.16m uplink service flow multiplexing strategy shall attempt to meet, but not necessarily exceed, all service QoS requirements while maximizing efficiency and minimizing signaling and multiplexing overhead. To achieve this goal, the MS shall follow a multiplexing procedure controlled by the BS through the adjustment of QoS multiplexing parameters. 

� Sharing a single server (the “thick pipe” or “trunk”) between multiple clients (data flows) is known from queuing theory to increase average data rate and reduce latency, generating gains that are loosely referred to as “trunking efficiency”. 









