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ABSTRACT

This article provides an overview of some of
the work that is ongoing in the IEEE P802.3bj
100 Gb/s Backplane and Copper Cable Task
Force. The task force is standardizing Ethernet
at 100 Gb/s over a 4-lane backplane channel as
well as across a 4-lane copper cable. We first
describe the background of the market drivers
for this technology, and then give an overview of
the various technologies that are used to solve
the challenging problems of running across the
various mediums at a data rate of 25 Gb/s. Also
discussed are the details of the forward error
correction, transcoding and physical layer coding
that are employed to achieve robust links.

INTRODUCTION

The market drivers for a 100 Gb/s backplane
standard include an increase in front-panel I/O
densities enabled by smaller optical form factors
(CFP2, SFP+, QSFP+, etc.), relentless increas-
es in server-bandwidth capabilities and the relat-
ed increase in server connection speeds.
Second-generation blade servers are adopting
40GBASE-KR4, which was standardized in 2010,
whereas third-generation blade servers will need
another increase in speed using the same 4-lane
backplane connections to keep up with higher
server I/O bandwidths. The current 100GBASE-

CR10 standard requires 20 twin-axial cables, 10

x 10 Gb/s in each direction. A 4 x 25 Gb/s inter-

face reduces the number of twin-axial cables to

8. This will allow higher density front panels and

also reduce the cost of an interface.

The 100 Gb/s Backplane and Copper Cable
Study Group spent 10 months studying the feasi-
bility of a 4-lane 100 Gb/s copper backplane and
cable interface. What emerged from the subse-
quent task force were the following objectives:

* Define a 4-lane 100 Gb/s PHY for opera-
tion over links consistent with copper twin-
axial cables with lengths up to at least Sm

* Define a 4-lane PHY for operation over a
printed circuit board backplane with a total

channel insertion loss of <= 35 dB at 12.9
GHz (this is consistent with 1 m of high-
quality PCB and two connectors)

* Define a 4-lane PHY for operation over a
printed circuit board (PCB) backplane with

a total channel insertion loss of <= 33 dB

at 7.0 GHz (this is consistent with 1 m of

medium-quality PCB material and two con-
nectors)

The study group decided to set two 100 Gb/s
backplane objectives, one for channels that have
an insertion loss of 35dB at 12.9 GHz, which is
assumed to use non-return-to-zero (NRZ) sig-
naling, and the other for 33dB at 7.0 GHz, which
is assumed to use pulse amplitude modulation-4
(PAM-4). Why two PHYs? Simply put, there are
two unique markets and design spaces [1]. The
NRZ PHY is specified for new backplane
designs in high-end networking and high-perfor-
mance computing. These designs specify high-
end and low-loss backplane materials that are
able to support NRZ signaling for up to 1 m at a
signaling rate of 25 Gb/s per lane. The PAM-4
PHY is designed to accommodate legacy chan-
nels or channels made from lower-performance
materials. The two 100 Gb/s Ethernet backplane
PHYs allow Ethernet to serve a broad market.

The backplane channels at these signaling
rates are challenging environments to run at low
bit-error ratios (BERs) so forward error correc-
tion (FEC) is also employed to improve the
BER and to allow the PHYSs to run across very
lossy channels. The channels that are defined for
100 Gb/s backplane and copper cable across four
lanes require a stronger FEC code with higher
coding gain than defined within the original
802.3ba standard. In addition there is a strong
desire for very low latency with an unofficial
goal of 100 ns of added latency.

After investigating the FEC options and
exploring triple tradeoffs between latency, cod-
ing gain and complexity, two FEC codes were
chosen, one for the NRZ PHY, the other for the
PAM-4 PHY. Reed-Solomon (RS) codes were
chosen because they have both good random-
error and burst-error correction capability. To
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reduce the latency to within the target goal of
100 ns, it was decided to stripe the FEC code
across the four lanes of a given PHY. On the
receive side, prior to FEC decoding, the four
lanes are aligned by reusing the alignment mark-
ers which are part of a 100 Gb/s data stream.

Also a goal was to minimize the over-speed
at which a given lane is run to add FEC to the
protocol. With that in mind, the decision was
made to transcode the data from 64b/66b-encod-
ed data to 256b/257b-encoded data. This aggres-
sive transcoding allows the NRZ PHY to add an
RS FEC that has a net coding gain of ~5 dB,
and to run without over-speed (the signaling rate
still is 25.78125 Gb/s). The PAM-4 PHY runs
with the same transcoding and has a net coding
gain of ~5.4 dB when running over a very chal-
lenging channel and requiring ~5.45 percent
over-clocking.

The NRZ and the PAM-4 PHY have most of
their processing in common. Both take 20 PCS
lanes, transcode the data from 64b/66b to
256b/257b, FEC encode the data, and then stripe
the FEC-encoded data to four physical lanes 10
bits at a time. The biggest difference in the PHY
architectures is that the NRZ PHY uses an
RS(528, 514, ¢t = 7, m = 10) code with 10-bit
symbols (m = 10) that has an error-correction
capability of ¢ = 7 (seven 10-bit symbols can be
corrected), whereas the PAM-4 PHY uses an
RS(544, 514, ¢t = 15, m = 10) code with error
correction capability of ¢ = 15.

The remainder of this paper will describe the
FEC and PMD sublayers in detail. Table 1 has
the PHY types. When this paper refers to all
three PHYs together, the term 802.3bj PHYs
will be used.

TRANSCODING

In IEEE 802.3 Ethernet, 64b/66b coding is per-
formed in the physical coding sublayer (PCS) of
the PHY. The 64b/66b code has an overhead of
two bits, and the 64-bit payload is randomized by
means of a self-synchronizing scrambler charac-
terized by the polynomial 1 + x3° + x58. The
incoming 64-bit payloads are associated with
either a data block or a control block. Therefore,
two header bits, 01 or 10, are appended at the
beginning of the payload to indicate the type of
the 66-bit block.

Data blocks and control blocks start with the
header bits 01 and 10, respectively. The 64-bit
content of a data block is eight data bytes denot-
ed Dy, Dy, ..., D7. The first byte of the 64-bit
content of the control block is the block-type
field (BTF) indicating the type of a control
block. The relationship between the first and the
second nibble of BTF can be characterized by a
one-to-one mapping. Note that there is only one
type of control block indicating the start of a
frame because a frame always starts at the first
byte of a block, whereas there are eight types of
control blocks indicating frame termination
depending on the eight possible locations of the
last byte of a frame.

Transcoding refers to translating a data for-
mat, such as the 64b/66b-coded format, to a new
more compact data format that is used for trans-
mission; it is typically used to enable FEC to be

PHY Name Medium Type Signaling

100GBASE-KR4  High Quality PCB NRZ

100GBASE-KP4  Standard PCB PAM-4

100GBASE-CR4  Twin-axial cable NRZ

Table 1. PHY types.

added to the data stream without increasing the
data rate. Transcoding achieves a relatively low
compression ratio and is usually performed prior
to FEC coding, which inserts redundancy into
transmitted data to correct errors that occur dur-
ing data detection at the receiver. In [2],
512b/513b transcoding in conjunction with RS
coding for 100 Gb/s NRZ backplane while keep-
ing the line rate at (66/64) x 25 Gb/s = 25.78125
Gby/s, i.e., 0 percent over-clocking, was proposed.
In 100GBASE-KR4 and 100GBASE-CR4, a
similar approach has been adopted to transmit
256b/257b-transcoded and RS-encoded data at
25.78125 Gb/s in each of the four physical lanes.
Although the transcoding scheme is common to
all 802.3bj PHYs, the PAM-4 transmission rate
of 27.1875 Gb/s is 5.45 percent higher than the
transmission rate of 100GBASE-KR4 and
100GBASE-CR4 because of the larger overhead
required to withstand the higher insertion loss of
the 100GBASE-KP4 channels.

Fixed-rate transcoding schemes convert N
incoming 66-bit blocks each with 64-bit payload,
into a single (N x 64 + L)-bit block, where the
compression ratio is (N x 66)/(N x 64 + L).
Conventional fixed-rate transcoding schemes col-
lect N consecutive 66-bit data and control blocks
and check whether there is at least one control
block among the incoming N blocks. If all N
blocks are data blocks, then an L-bit header is
added to the N 64-bit data payloads to form the
transcoded block. If there is at least one control
block among the N blocks, the 64-bit contents of
the blocks are then reshuffled by moving all con-
trol blocks to the start of the transcoded block
and the data blocks to the end. The block-type
field of every control block in the transcoded
block is then mapped into a byte that contains a
3-bit field specifying the original position of the
control block in the N blocks, a 4-bit field indi-
cating the type of the control block, and a 1-bit
flag bit pointing to the type of the next 64-bit
block in the transcoded block (e.g., control:0 and
data:1). Several M x 512b/(M x 512 + L)b
transcoding schemes, which rearrange the order
of the incoming blocks, have been designed for 1
<M <4and1<L <3. Note however that the
latency, the implementation complexity and the
power dissipation associated with these schemes
are relatively high.

The 802.3bj FEC sublayer architecture is
required to enable an implementation with less
than 100 ns increase in total latency due to FEC
processing at Tx and Rx. Latency is a parameter
that is of critical importance in link design. Con-
sequently, it was decided that transcoding is per-
formed at the rate of 100 Gb/s as in the case of
FEC encoding, i.e., not on a per-physical-lane

|
There is only one
type of control block
indicating the start
of a frame because a
frame always starts
at the first byte of a
block, whereas there
are eight types of
control blocks indi-
cating frame termi-
nation depending on
the eight possible
locations of the last
byte of a frame.
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Figure 1. 256b/257b transcoding.

basis. Therefore, the latency associated with (N
x 60)/(N x 64 + L) transcoding is about (N/8) x
10 ns, i.e., about 10 ns for 512b/513b and
512b/514b transcoding (N = 8) corresponding to
10 percent of the maximum FEC latency budget.
As both latency and compression ratio increase
with N and a low latency and a high compression
ratio are desirable, N should be selected only
after careful consideration of the trade-off
between low latency and high compression ratio.
Another important consideration for the selec-
tion of N is the implementation complexity
involved in the processing of alignment markers
(AMs) in the FEC sublayer. 66-bit AMs are
periodically inserted at the start of an RS code
word once every 4096 RS code words to provide
the means for FEC block and transcoded block
synchronization at the receiver because an AM
period contains 4096 RS code words and an RS
code word contains 20 transcoded blocks. As
there are 20 PCS lanes containing one AM every
214 66-bit blocks each, the implementation com-
plexity of AM processing will be low if 20 is
divisible by N. Therefore, it was decided that the
payload granularity associated with transcoding
shall be 256b, corresponding to N = 4, which
provides an optimum trade-off between low
latency and high compression ratio in conjunc-
tion with maximum FEC capability while
enabling a total FEC and transcoding latency of
less than 100 ns.

The 256b/257b transcoding scheme is
described in [3]. Transcoding is performed with-
out reshuffling the order of the four incoming
66-bit blocks. 256b/257b reshuffling-free
transcoding reduces the latency, power dissipa-
tion and implementation complexity of the FEC
sublayer when compared to 512b/514b conven-
tional transcoding [3]. If all four incoming blocks
are data blocks, 256b/257b transcoding is per-
formed by stripping off the 2-bit headers of all
four 66-bit data blocks and appending a header
bit of 1 to the four 64-bit data payloads, as
shown in Fig. 1. As in conventional transcoding,
there is no reshuffling of the order of the data
blocks after transcoding. If there is at least one
control block among the four incoming blocks,
256b/257b transcoding is performed by first
stripping off the 2-bit headers of all four incom-
ing 66-bit blocks and appending a header bit of 0
to the four payloads of the four blocks. In the
second step, the second 4-bit nibble in the BTF
of the first control block in a transcoded block is
deleted, whereas the first 4-bit nibble the BTF of
the first control block, indicating the type of the

first control block, is kept without change. In the
final step, a 4-bit header x; x;, x3 x4 following the
overall header bit 0 is inserted, where x; = 0
indicates that the i-th block is a control block
CBi and x; = 1 indicates that the i-th block is a
data block DBi. Figure 1 illustrates the situation
when the data block DB1 arrives first and is fol-
lowed by three control blocks, CB2, CB3, and
CB4.

FORWARD ERROR CORRECTION

Various FEC codes have been used in modern
digital communication systems. Among them,
turbo codes and low-density parity-check
(LDPC) codes are the two most promising error-
correction codes. Both can approach the Shan-
non limit with iterative soft-decision decoding.
For 100 Gb/s backplane and copper-cable appli-
cations, both latency and power consumption are
critical. Thus codes with soft-decision decoding
are not very well suited. Product codes, such as
CI-BCH codes and SP-BCH codes [4], can
achieve outstanding decoding performance with
hard-decision decoding. However, the block size
has to be very large when the code rate is high.
For example, the net coding gain of either prod-
uct code in [4] is larger than 9.3 dB at a target
BER of 1015, whereas the code block size is
close to 1 million bits. Therefore it seems we are
left with simple block codes, including RS, BCH,
and Fire codes, for this application.

A Fire code was used for I0GBASE-KR
PHYs. However, it is not well suited for 802.3bj
PHYs because of its limited error-correcting
capability (its gain is ~ 2 dB, and a much higher
coding gain is needed for these PHYs). For a
block code with the same redundancy ratio and
similar block size, BCH codes normally outper-
form RS codes in terms of net coding gain for
an additive white Gaussian noise (AWGN) chan-
nel. However, error propagation is a major con-
cern in choosing an FEC code for the
10GBASE-KR PHY. At the receiver side, with a
1-tap decision feedback equalizer (DFE), the
probability of error propagation can be up to 0.5
with NRZ modulation. It can reach 0.75 with
PAM-4 modulation. As the 802.3bj PHYs will
have similar error propagation issues, the FEC
code best suited for these channels is an RS
code.

To choose an optimal block code, specifically
in our case a kind of RS code, we have taken
into account various tradeoffs such as clocking
rate, coding gain, hardware complexity, and FEC
latency. In general, the higher the clocking rate
(i.e., the more redundancy to be added), the
more coding gain can be achieved, up to a cer-
tain bound on the clocking rate. The larger the
block size, the higher the coding gain, but also
the higher the processing latency. More paral-
lelism can reduce processing latency, but will
increase hardware complexity. For a detailed
analysis of these tradeoffs, the interested reader
is referred to [5].

The overall latency associated with FEC pro-
cessing is a major aspect when using FEC in the
802.3bj PHYs. The lower the latency, the better
it is from the application’s point of view. Howev-
er, a small latency not only limits the block size

132

IEEE Communications Magazine * December 2013



of the FEC code, which in turn will limit the
performance of the code, but may also impact
the decoder complexity. In [5], a total latency of
100 ns was suggested as the upper bound, and
this goal was informally agreed upon by the stan-
dard body as the target latency (the most
demanding applications want to minimize the
latency, and 100 ns was seen as a compromise
that can meet most applications’ needs and
enable a reasonable FEC implementation). The
target net coding gain for the 802.3bj PHY’s
FEC was set at 5dB, and the overall hardware
was expected to be less than 300K ASIC equiva-
lent gates (or, an area smaller than 0.1 mm? in
28-nm CMOS).

Several RS codes were proposed for the
802.3bj PHYSs, many that require over-clocking
and some that don’t (see e.g. [5, 6]). Among the
various candidate FEC codes, RS(528, 514, ¢t =
7, m = 10) based on 512b/514b transcoding pre-
sented in [7] attracted much interest. This code
achieves the largest coding gain of all candidate
codes that do not require over-clocking and that
meet the latency constraint [6]. One FEC block
consists of 10 transcoded blocks. Later in the
project, the transcoding block size was halved to
256b/257b transcoding [8]. This change facilitates
the processing of AM blocks and also helps
reduce latency in the transcoding stage. The
overall processing latency associated with this
code was estimated to be less than 95 ns with an
example implementation in 40-nm CMOS ASIC.

The effective coding gain under burst-error
condition was estimated to be close to 5 dB. In
brief, this code meets all target requirements dis-
cussed above. In addition, it has some nice prop-
erties. First of all, the payload size is exactly
eighty 66-bit blocks or exactly 20 transcoded
blocks. Second, the total number of coded bits
per block is divisible by 40 (5280/40 = 132). This
ensures that each physical lane will get the same
number of coded RS symbols per FEC block.
Third, an RS code defined over the Galois field
(GF)(210) is power efficient because its trinomial
field generator polynomial leads to low-complex-
ity multiplication in the Galois field. Most signif-
icantly, when using the RS(528, 514, t = 7) code,
no over-clocking for the line data rate is neces-
sary when combined with 256b/257b transcoding.

An in-depth discussion of data striping was
presented in [8]. We first take four 66-bit blocks
from four PCS lanes, and use 256b/257b
transcoding to generate 257 compressed bits.
Then we use a gearbox! to convert these 257 bits
to a multiple of 40 bits, e.g., 160 bits or 240 bits.
After RS encoding, we distribute the encoded
data 10 bits per physical lane (PL) as shown in
Fig. 2, where S; (i = 0, 1, 2, ...) denotes the
source symbol sequence, and P; (i = 0, 1, 2, ...)
denotes the parity symbol sequence. In this way,
we ensure that a single burst of up to 11 bit (or
n x 10 + 1 in general) will not cause more than
two (or n + 1 in general) RS symbol errors,
which will limit the performance degradation of
the RS code in burst channels.

To increase the commonality of the two
PHYs used for two different modulation
schemes, the Standard body adopted the
transcoding scheme of 100GBASE-KR4/CR4
also for 100GBASE-KP4. Considering the signif-
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Figure 2. FEC lane striping.

icantly higher SNR loss PAM-4 modulation
incurs compared with NRZ modulation, the
FEC code targeting the 100GBASE-KP4 system
has to be much stronger than the FEC code for
100GBASE-KR4/CR4. The task force chose
RS(544, 514, t = 15, m = 10) [9] based on sever-
al practical considerations. The overall process-
ing latency associated with this code can be close
to 100 ns at the cost of additional complexity. Its
payload size is exactly the same as that in the
100GBASE-KR4 case. Also, a bus width of 160
bit can be chosen for the codec of this code,
which can maximize the hardware sharing
between two different (RS(# = 7) and RS(t =
15)) decoders. Note that 5440/160 = 34, i.e., we
need exactly 34 cycles to receive an FEC block,
which will simplify the decoder design, specifical-
ly in parallel syndrome computation and parallel
Chien [10] search. In addition, the over-clocking
rate for introducing such a strong FEC is only 3
percent. The effective coding gain of this FEC
code under burst-error conditions is 5.4 dB. The
data striping for this code is also shown in Fig. 2.

NRZ PHY

One of the project objectives is to design a back-
plane PHY for NRZ signaling that supports
channels with an insertion loss of 35 dB at 12.9
GHz. This section focuses on the 4x25G back-
plane market requirements and associated NRZ
(or PAM2) transceiver signaling capability (also
called 100GBASE-KR4). Note that the same
PHY specification is used for driving the copper
cable, called 100GBASE-CR4. The insertion loss
(IL) for the backplane is material dependent.
For improved FR-4, a typical IL is 1.04 dB/in at
12.9 GHz (Nyquist of 25.75 Gb/s). For Megtron-
6 material, a typical IL is 0.68 dB/in. For com-
parison, we list a “better material” whose loss is
0.95 dB/in, i.e., slightly better than the improved
FR-4. Assuming that the maximum IL allowed
at Nyquist is 35 dB, we can calculate the back-
plane chip-to-chip distances, and the results are
listed in Table 2.

Table 2 indicates that for a link IL budget of
35 dB, our “better material” can support a dis-
tance of up to 34 inches and Megtron-6 a dis-
tance of up to 48 inches. For a ~30 dB link
budget, Megtron-6 can support distances of up
to ~40 inches. Note that when also manufactur-
ing process variations, including surface rough-

1 A gearbox is a shift func-
tion to switch between one

bit width to another
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Figure 3. IL for a 1-m 25 Gb/s backplane.

ness, are taken into account, the loss per inch
could of course be better or worse than what we
have discussed.

The capability of the NRZ transceiver is eval-
uated with practical backplanes via collaborative
simulations. This process provides the necessary
calibration and validation of products from vari-
ous transceiver providers to ensure accuracy and
confidence.

A major task of the task force was to perform
feasibility simulation studies for a 1-m 25 Gb/s
backplane for server application provided by a
server backplane manufacturer [11]. This back-
plane has an IL of 29.2 dB at 12.89 GHz and is
shown in Fig. 3. Other channel characteristics,
such as return loss (RL), insertion loss deviation
(ILD), and insertion loss to crosstalk ratio (ICR)

can be found in [11]. Note the frequency of
interest is at the Nyquist frequency that corre-
sponds to the average power level of the signal
and is at half of the baud rate for NRZ signal-
ing.

The simulation for this 1-m backplane was
conducted by four 25G NRZ backplane
transceiver providers [11], and consistent results
were obtained. Simulations used a 3—4 tap (1-2
pre-tap, 1-2 post tap) transmitter feed-forward
equalizer (FFE), a 12-20 dB gain continuous
time linear equalizer (CTLE) or equivalent, and
5-12 taps of DFE. The simulation results suggest
that the NRZ transceiver can support 29.2 dB/1
m server backplane, with > 29 mV eye-height
(EH), and 24.7 percent eye-width (EW) at 10-12
BER without the need of FEC.

Further simulation studies for backplanes
with loss > 30 dB have been conducted, and the
results can be found in [12]. Note that in those
simulations FEC was included and that FEC is
currently mandatory within the draft standard.

Simulations have shown that for backplanes
with an IL > 30 dB, FEC is needed to maintain
a 15 mV EH and 15 percent EW margin at 10-
12 BER. Also, with the FEC, the transceiver can
support backplanes with an IL of 35 dB with >
35 mV EH and 35 percent EW margin as well as
backplanes with an IL of 40 dB with > 15 mV
EH and 15 percent EW margin, both at 10-12
BER. All simulations have both random and
DFE-induced burst errors. The minimum FEC
for achieving the minimum EH and EW margins
for a 40-dB IL backplane is RS (352, 342, ¢ = 5,
m = 12). The strongest FEC achieving the mini-
mum EH and EW margins for a 45 dB IL back-
plane is RS (248, 228, ¢t = 10, m = 9), where ¢ is
number of correctable symbols and m the sym-
bol size in bits for the RS FEC.

For the transmitter, the differential peak-to-
peak voltage max, the output waveform steady-
state voltage minimum and the maximum are
affected by the presets of a 3-tap FFE and can
be obtained via pulse- and equalizer-based lin-
ear-fitting. Common-mode AC and DC voltages,
differential and common mode return losses
(RLs), far-end output noise, minimum rise/fall
times, and various jitters (DCD, RJ, and TJ

Measured | Improved “Better Improved  “Better Measured
Megtron6 | FR4 Material” FR4 Material” Megtron6
Loss Budget (dB) 29.2 30 30 35 35 35
Loss of 2 Connectors
(dB) 1.3 1.3 1.3 1.3 1.3 1.3
Loss from 6Vias (dB) 1.2 1.2 1.2 1.2 1.2 1.2
(Lgéi Budget for Traces | 5 ; 275 275 325 325 325
Material Loss (dB/inch) | 0.68 1.04 0.95 1.04 0.95 0.68
Trace Distance (in) 39.26 26.44 28.95 31.25 34.21 47.79
Trace Distance (m) 1.00 0.67 0.74 0.79 0.87 1.21

Table 2. Maximum backplane distance.
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Modulation PAM-2 PAM-3 PAM-4 PAM-5 PAM-6 PAM-7
Baud rate (GHz) 25.8 15.2 12.9 1.5 10.3 9.4
Salz SNR (dB) 15.8 23.6 29.2 30.3 31.1 31.9
Required SNR (dB) 15.5 19.8 22.5 24.5 26.2 27.5
SNR Margin (dB) 0.3 3.8 6.7 5.8 5.9 4.5

Table 3. SNR margin for different choices of PAM-N.

(with DDJ excluded)) will be specified at the
package pin/ball.

The channel specification method we used
specifies the insertion-loss deviation (ILD)
derived from channel IL model vs. IL measure-
ment fitting, integrated crosstalk noise (ICN),
and various channel RLs (differential, common-
mode, and differential-to-common mode). More
recently, a time-domain channel specification
method was proposed and adopted by the task
force that uses a single figure of merit (FOM),
called channel operation margin (COM, see
[13]), to qualify a channel. The time-domain
COM method assumes a reference transmitter
and receiver, and comprises all channel impair-
ments, such as IL, crosstalk, and RL, as well as
the trade-offs between them, thus providing a
better accuracy and channel margin.

The receiver is specified with various RLs
(differential, common-mode, and differential-to-
common mode) and an interference tolerance.
The latter covers various worst-case transmitter
signaling and jitter combinations plus worst-case
channel conditions (IL, ILD, RL, ICN, noise,
and combinations thereof) and ensures that the
receiver can recover the data at the target BERs.

PAM-4 PHY

One of the objectives of the IEEE 802.3bj Stan-
dard is to define a four-lane 100 Gb/s PHY that
can operate over backplanes that can currently
transfer data at 10 Gb/s over a single lane using
the IEEE 802.3ap standard (10GBASE-KR).
This objective implies that the data rate per lane
must increase by a factor of 25 Gb/s/10 Gb/s =
2.5. To achieve this goal, the baud rate, the
number of bits per symbol, or both must be
increased. The requirement that 100 Gb/s PHYs
must work over existing backplanes prevents us
from increasing the baud rate significantly
because the behavior of these backplanes is not
well-defined above 5 GHz. Measurements show
that existing backplanes can have 65 dB inser-
tion loss at 12.5 GHz, which renders 25 GHz
NRZ signaling impossible [14]. In the following,
we will describe how a combination of higher-
order modulation, FEC, and a small increase in
baud rate enables 100 Gb/s data transfers across
these challenging channels.

Historically, backplane communication has
relied on NRZ modulation. Higher-order modu-
lation (e.g., PAM-M) provides an interesting
trade-off. As the number of modulation levels
increase, the voltage difference between the sig-
nal levels decreases so that a larger signal-to-

noise ratio (SNR) is necessary to keep the error
rate constant; however, this effect is balanced by
a reduction of the signaling rate, which reduces
the IL of the channel. To determine the best
line-code to operate over the worst-case
10GBASE-KR channel, we compute the Salz
SNR [15] for PAM-2, PAM-3, ... assuming an
extrapolated 10GBASE-KR ICR limit line. The
Salz SNR, which is the SNR of an ideal infinite-
span decision DFE, is a popular metric in com-
munication theory, because it is a useful upper
bound of the DFE receiver performance. Table
3 shows the Salz SNR margin for several choices
of PAM-M for the extrapolated 10GBASE-KR
channel assuming that a single error-event error-
correction code is used [16]. PAM-4 provides an
efficient operating point with the largest SNR
margin.

Implementation of a PAM-4 digital receiver
with a conventional FFE and DFE is straightfor-
ward using a look-ahead DFE structure. Because
each symbol can have four different values, the
complexity of a look-ahead DFE grows as 4V,
where N is the number of DFE taps. This expo-
nential growth in DFE complexity suggests that
a digital receiver should implement a large num-
ber of FFE taps and as few DFE taps as possi-
ble.

DFE receivers cause error bursts when one
or more of the DFE taps are large because an
incorrect decision is likely to cause subsequent
decisions to be wrong. These error bursts can
significantly reduce the coding gain provided by
FEC. Block interleaving can break up the error
bursts, but the additional latency caused by
interleaving is unacceptable. Pre-coding [17]
reduces the effect of DFE error propagation for
a 1-tap DFE by breaking up DFE error bursts so
that each error burst turns into two single errors
after decoding. Pre-coding is less effective in
breaking error bursts generated by multi-tap
DFEs, but as mentioned earlier, hardware com-
plexity strongly favors the use of one-tap DFEs.

The 802.3bj standard specifies a RS FEC
code that provides more than 7 dB of raw coding
gain for the 100GBASE-KP4 PHY. As increas-
ing the baud rate reduces the Salz SNR and
therefore the net coding gain, the standard uses
256b/257b transcoding to minimize the baud rate
needed to transmit the FEC parity bits. When
one accounts for the effects of DFE error propa-
gation, pre-coding, increased baud rate, and
channel insertion loss, FEC provides a net cod-
ing gain of approx. 5 dB. Taking the coding gain
into account, PAM-4 systems should have a mar-
gin of approx. 6 dB for non-idealities and imple-

|
One of the objec-
tives of the IEEE
802.3bj Standard is
to define a four-
lane 100 Gb/s PHY
that can operate
over backplanes
that can currently
transfer data at 10
Gb/s over a single
lane using the IEEE
802.3ap standard
(T0GBASE-KR).
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Transcoding is used
to reduce the
over-speed that the
system must run
with FEC, and FEC
is applied across
multiple lanes to
reduce the latency
to acceptable levels
for the demanding
high-performance
applications
targeted.

mentation penalty on the worst-case 10G KR
channels. The 802.3bj standard also specifies the
insertion of periodic block termination bits [18]
to simplify the optional implementation of more
complex equalizers, such as maximum likelihood
sequence estimation (MLSE), which could pro-
vide 1.5 dB of additional margin.

CONCLUSIONS

This article provided an overview of the work
that is ongoing in the IEEE P802.3bj 100 Gb/s
Backplane and Copper Cable Task Force. The
task force faced with numerous demands from
the industry, such as 100 Gb/s across four lanes
of legacy backplanes, new high-performance
backplanes, and copper cable. With two PHYs,
one supporting NRZ modulation and the other
supporting PAM-4 modulation, the 802.3bj
PHYs are able to handle the needs of many
applications. Transcoding is used to reduce the
over-speed that the system must run with FEC,
and FEC is applied across multiple lanes to
reduce the latency to acceptable levels for the
demanding high-performance applications tar-
geted.
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