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200 Gb/s per Lambda Optical: Why, When, and How? 
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Supporter

◼ Xiang Zhou, Google



3

Introduction 

▪ 200 Gb/s per Lambda optical modules will be needed in 3-4 

years  

▪ Applications will include 800G FR4 and 800G DR4

▪ Lower optical module cost is a major driver for 4x200G vs. 

8x100G  

▪ Advancements in DAC/ADC, DSP, and optical component 

technology are on pace to support 200G per lane
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Why?: To Meet DCN Bandwidth Growth Needs

Ref: “The Datacenter as a Computer”, 3nd edition, Luiz Barroso, etc.

• Aggregate Google server traffic increased 50x from 2008 to 2014

• Exponential growth of emerging ML applications further increases DCN bandwidth

Ref:  Arjun Singh et al, SIGCOMM ’15 August 

17-21, 2015, London, United Kingdom

Google ML applicationsGoogle server traffic growth 
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Why?:  To lower 800Gb/s optical module cost
O
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Optical per lane speed doubles 〜 3 years 

●PAM2 for 10Gb/s and 25Gb/s per lane 

●PAM4 for 50Gb/s and 100Gb/s per lane

●PAMn for 200Gb/s per lane 

QSFP OSFP

400GbE

• 200Gb/s PAMn technology enables lower-cost 800Gb/s optical modules

• Half optical components compared to 100Gb/s PAM

Figure courtesy of Xiang Zhou, Google
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800G MSA 

Source: http://www.gazettabyte.com/home/2019/9/18/companies-gear-up-to-make-800-gig-modules-a-reality.html 

“The MSA members believe that for 
25.6Tbps and 51.2Tbps switching silicon, 
800-gigabit interconnects are required to 
deliver the required footprint and density,” 
says Maxim Kuschnerov, a spokesperson 
for the 800G Pluggable MSA.
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When?  
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How? 

◼ State-of-art DAC/ADC bandwidth ~ 45 GHz is sufficient for 

200G based on higher order PAM 

◼ Experimental research published in ECOC/OFC 2019 

demonstrate technical feasibility for 200G per lane

◼ Low latency/low power higher gain FEC 
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ADC/DAC Technology (OECC 2019) 

Source: Optoelectronics and Communications Conference, Fukuoka, Japan, 2019
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High Speed EML Technology (ECOC 2019) 
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200G PAM System Demonstration (ECOC 2019)
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200G PAM System Demonstration (continued)
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Low Latency/Low Power Higher Gain FEC 

Source: B. Smith, V. Shvydun, J. Riani, and I. Lyubomirsky, “Next Generation PON and Data Center

Interconnect: Exploring Synergies on FEC,” IEEE Summer Topical, July, 2019
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Conclusions

◼ Market demand in US and Asia exists for 800G optical 
modules in 2023-24, as evidenced by exponential growth in 
bandwidth demands for server and ML applications 

◼ 200G per lane optics will be the lowest cost solution for 800G

◼ Advancements in ~ 100 Gs/s ADC/DAC and optical 
component technology will enable 200G based on higher 
order PAM 


