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Board Layout for Chip to Module Designs are 
Challenging

Routing density is one challenge 
for a high radix switch device or a 
large BGA device.

The routing loss budget of 7.5 dB 
to the QSFP connector might 
require the best of the best PCB 
material or retimers

There may be other ways to 
extend channel reach and work 
with the tight loss budget
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Flyover twin axial cable is another solution to 
alleviate density
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Flyover twin axial 
cables fit nicely in the 
line card “shoebox” 
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3” ImpFR4_HighSR – Narrow*

7.5” Meg6_LowSR –Wide *

2.0” Meg6_LowSR –Wide *

300mm

*Refer to table on slide 9 of 
http://www.ieee802.org/3/bj/public/jan12/kochuparambil_01a_0112.pdf

~10 dB loss host chip to 
module chip (tp0-tp2)

~7 dB loss (tp0-tp2)

~10 dB loss (tp0-tp2)

2.8” ImpFR4_LowSR – Narrow *







Two Channels Considered

HCB or 
module

300mm



Topology – TP0 to TP2 
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TP0 TP2

0,8 mm ball pitch

12-18 layer 093
Lower and 
upper layer

FQSFP-DD

w/dc blocking 
caps

Module Board 1.35 dB 
@ 12.89GHz

Line Card Board

300mm 34 AWG 
Twin Axial Cable

2.85” 
ImpFR4_LowSR

Narrow*

or
2.0” 

Meg6_LowSR –Wide*

*Refer to table on slide 9 of 
http://www.ieee802.org/3/bj/public/jan12/kochuparambil_01a_0112.pdf



Channel Allocation Example
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Thru FEXT1

FEXT2 FEXT3

FEXT4

FEXT6 FEXT7

FEXT5

Tx and Rx on separate cable bundles
makes for very low NEXT



COM Table
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Motivated by http://www.ieee802.org/3/bs/public/16_09/healey_3bs_01_0916.pdf, 
http://www.ieee802.org/3/bs/public/17_03/dudek_3bs_01_0317.pdf and the D3.1 120d COM parameters

http://www.ieee802.org/3/bs/public/16_09/healey_3bs_01_0916.pdf
http://www.ieee802.org/3/bs/public/17_03/dudek_3bs_01_0317.pdf


10 dB Loss Channel Seems to Have Acceptable 
Performance
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EH(VEO)

From COM example MATLAB r1.73



7 dB Loss Channel Seems to Have Even Better 
Performance
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EH(VEO)

From COM example MATLAB r1.73



The Issue: Cable R2 Loss Not Considered
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Equation 120E-1 does not seem to 
consider the R2 loss of a cable design

Even for the lower loss channel 

Plots are shown as negative insertion loss 



Option A

Change equation 120E-1 to 
form of 93A-51 and change text 
to

“The supported insertion loss fit budget 
is characterized by Equation (120E–1) 
and illustrated in Figure 120E–4. “ The 
insertion loss fit is describe in 93A.3

[ a0 a1 a2 a4] =
[0.05 1.65 0.155  0.0117 ]
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(93A-51)



Option B

Use a limit line which 
encompasses r2 cable loss.

𝐼𝑛𝑠𝑒𝑟𝑡𝑖𝑜𝑛_𝑙𝑜𝑠𝑠 𝑓

=
0.05 + 1.8 𝑓 + 0.2705𝑓 (𝑑𝐵) 𝑓 ≤ 13.28

−4.0096 + 1.07𝑓 (𝑑𝐵) 𝑓 > 13.28
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Option C

Add words to the effect that cable designs may not have to meet 
the low frequency masks

Maybe something like:

–Change

 “The supported insertion loss budget is characterized by Equation (120E–1) and 
illustrated in Figure 120E–4. “

–To

 “The supported insertion loss budget is characterized by Equation (120E–1) and 
illustrated in Figure 120E–4. However some designs using low loss material such as 
twin axial cable may dip below the line characterized by Equation 120E-1. Any design 
that meets the Transmitter and Receiver specifications given in sections 120E-2 to 
120E-4 is acceptable.“
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Summary

Flyover twin axial cable chip to module channel models provided for 
further analysis

Broaden chip to module potential market applications to include 
twin axial cable

–Choose from Option A, B, or C

Recommendation: Option B

–Use a limit line which encompasses r2 cable loss and a wider range of 
applications
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FLYOVER__7dB_2p0in_Meg6_LowSR_Wide_300mmCable_FEXT_1.s4p        

FLYOVER__7dB_2p0in_Meg6_LowSR_Wide_300mmCable_FEXT_2.s4p   

FLYOVER__7dB_2p0in_Meg6_LowSR_Wide_300mmCable_FEXT_3.s4p        

FLYOVER__7dB_2p0in_Meg6_LowSR_Wide_300mmCable_FEXT_4.s4p        

FLYOVER__7dB_2p0in_Meg6_LowSR_Wide_300mmCable_FEXT_5.s4p        

FLYOVER__7dB_2p0in_Meg6_LowSR_Wide_300mmCable_FEXT_6.s4p        

FLYOVER__7dB_2p0in_Meg6_LowSR_Wide_300mmCable_THRU.s4p 

FLYOVER__10dB_2p85in_ImpFR4_LowSR_Narrow_300mmCable_FEXT_1.s4p  

FLYOVER__10dB_2p85in_ImpFR4_LowSR_Narrow_300mmCable_FEXT_2.s4p  

FLYOVER__10dB_2p85in_ImpFR4_LowSR_Narrow_300mmCable_FEXT_3.s4p  

FLYOVER__10dB_2p85in_ImpFR4_LowSR_Narrow_300mmCable_FEXT_4.s4p  

FLYOVER__10dB_2p85in_ImpFR4_LowSR_Narrow_300mmCable_FEXT_5.s4p  

FLYOVER__10dB_2p85in_ImpFR4_LowSR_Narrow_300mmCable_FEXT_6.s4p  

FLYOVER__10dB_2p85in_ImpFR4_LowSR_Narrow_300mmCable_FEXT_7.s4p  

FLYOVER__10dB_2p85in_ImpFR4_LowSR_Narrow_300mmCable_THRU.s4p 

Files and Naming
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mellitz_3bs_01_041817.zip Tag name: 10 dB C2M Flyover tp0-tp2 channel

mellitz_3bs_02_041817.zip Tag name: 7 dB C2M Flyover tp0-tp2 channel


