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Problem statements

1. 400GBASE-ZR has a 60 Gbaud signal that will be operated over a 
multi-channel fiber at wavelengths that are 75 GHz spaced.  Optical 
inter-channel crosstalk can and will happen.
• The amount of cross talk and the penalty due to that cross talk is very 

dependent on the specifics of the wavelength selective devices within the 
channel AND of course the usual Tx and Rx PMD specifications that 802.3 
would usually define in a PHY

2. 400GBASE-ZR needs specifications inside the cable plant (aka black 
link) that don’t currently exist



Recap - Traditional Ethernet optical PHY link model

• In current IEEE 802.3 PHYs the optical link between transmitter and receiver, i.e. between TP2 and 
TP3, is in the form of a passive connection over a “fiber optic cabling (channel)”.

• The “fiber optic cabling (channel)” characteristics  are normative and are defined in terms of a 
few key parameters, e.g. distance, loss, dispersion, DGD and return loss.

• The detailed implementation of the “fiber optic cabling (channel)” is not defined by the standard 
(e.g. number and locations of splices, connectors, etc), i.e. the “fiber optic cabling (channel)”  is 
treated as a “black link”. 



Recap - Traditional Ethernet optical PHY link model

• The “reference” channels in kolesar_3bs_01_0514 were used to help define the optical interface 
parameters at TP2 and TP3.

• However the “reference” channels in kolesar_3bs_01_0514 are not part of, nor included in, the  
IEEE specification.



How are link parameters defined in the spec ?  

This section defines the normative optical parameters for the PMD 
at TP2 (transmitter) and TP3 (receiver). 

This section defines the normative optical parameters associated 
with the “fiber optic cabling (channel)” or “black link” that the PMD 
operates over, but does not define or dictate what goes inside the 
“black link”

Ref: P802.3cu Clause 151



How are link parameters defined in the spec ?  

Subclause 151.7.1 
(Transmitter characteristics)

Subclause 151.7.2 
(Receiver characteristics)

Subclause 151.11  
(Fiber optic cabling channel  characteristics)

Ref: P802.3cu Clause 151

Note, all of these sections are normative and are referenced in the PICS



Coherent DWDM link budget
PMDn-1 Tx

Has various TX 
parameters that 
affect performance.

M
DI

Combines channels 
onto common fiber

May incorporate 
wavelength selective 
technology (usually 
does)

M
ux Amp Amp

Dem
ux

Optical amplifiers 
and (outside plant) 

fiber Separates 
wavelength channels 
from common fiber

Does incorporate 
wavelength selective 

technology

Has various Rx 
parameters that 

affect performance

PMDn+1 Tx

PMDn Tx

M
DI

M
DI

PMDn-1 Rx
M

DI

PMDn+1 Rx

PMDn Rx

M
DI

M
DI

IEEE Physical 
Layer Specified

IEEE Physical 
Layer Specified

IEEE Physical Layer Link budget can depend on parameters that arise from 
here but not normatively define or specify these implementation or 

components. Referencing industry specifications or informative annexes 
permissible

TP2 TP3



Coherent DWDM link budget
PMDn-1 Tx

M
DI

M
ux Amp Amp

Dem
ux

PMDn+1 Tx

PMDn Tx

M
DI

M
DI

PMDn-1 Rx
M

DI

PMDn+1 Rx

PMDn Rx

M
DI

M
DI

IEEE Physical 
Layer Specified

IEEE Physical 
Layer Specified

IEEE Physical Layer Link budget can depend on parameters that arise from 
here but not normatively define or specify these implementation or 

components. Referencing industry specifications or informative annexes 
permissible

TP2 TP3

Loss (λ)
Dispersion (λ)

Optical Return Loss
Polarization Loss

Etc.

OSNR Penalty
Inter-channel Crosstalk

Etc.

*illustrative – not comprehensive



Current 400GBASE-ZR black Link baseline

https://www.ieee802.org/3/ct/public/tf_interim/20_0917/issenhuth_3cw_01a_200917.pdf

https://www.ieee802.org/3/ct/public/tf_interim/20_0917/issenhuth_3cw_01a_200917.pdf


Inter-channel Crosstalk (background)
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Mux & Demux considerations

• Mux and Demux do not have to be matched in a real deployment
• Simplest mux is a simple power combiner (which has no filtering) but 

would introduce the maximum inter-channel crosstalk
• For 400GBASE-ZR, the individual details of the Mux and Demux matter due 

to tight spacing and broad spectrum
• As an aside, other 100 Gb/s DWDM specifications or wider spaced 400 Gb/s 

specifications (OIF’s 400ZR) are more relaxed and don’t result in as much inter-
channel crosstalk

• The challenge with the Black Link approach is it would concatenate the 
effects of the filters blurring the potential effects and risking breaking 
interop. 

• Specific constraints on Both Mux and Demux are needed in order to determine the 
inter-channel xtalk penalty which is needed to develop the link budget



Mux & Demux considerations
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Recap

• 400GBASE-ZR
• Wider optical transmit spectrum (60GBaud)
• Narrower channel bandwidth  per target channel (75 GHz)
• Much tighter than previous industry 100 Gb/s  or 400 Gb/s specs

• Therefore inter-channel crosstalk penalty is a more significant penalty that 
needs to be considered accurately in link budget

• Very valid to accommodate this penalty parameter in an IEEE Physical Layer 
link budget specification

• BUT – assumptions behind the how that specific parameter value chosen are very
dependent on knowing details of  transmitter and receiver parameters AND on 
mux/demux specifications (which are outside of IEEE 802.3 Scope) in order to define

• Therefore – at most we can clarify the assumptions of the mux/demux spec 
in an informative annex



Have we dealt with this before?

• Very similar analogy to MPI penalty used in many of 100G Lambda 
PMD specs

• Task Force made assumptions on the “worst case” connector details in the 
channel in order to calculate a penalty

• Number of connectors, return loss, location and inter-connector loss
• That penalty was agreed upon by the TF after considerable analysis and is 

used in the link budget calculations 
• but these MPI Penalty assumptions do not appear in the specification (and perhaps it 

should have). Actually the MPI penalty is lumped into “Additional Penalties”

• Proposal for inter-channel xtalk is to follow similar approach but this 
time it needs to be included as an informative annex to document 
these assumptions



Proposal

• Interchannel xtalk penalty parameter to be defined and used as part of the 
link budget specification for 400GBASE-ZR

• Informative Annex to include the assumptions used to determine this 
parameter value

• This could (should) include filter mask shapes
• This could (should) include details on assumptions of location of filtering (mux vs 

demux)
• And whatever else is relevant (i.e. compliance testing methodology)

• These mux/demux specs will NOT be normative and are outside the scope 
of IEEE 802.3 to define

• No issue though with a different standards group wanting to define it in a spec.  And 
if they are done sooner, we could just reference.



Recap – How did we deal with MPI ? 

• MPI (Multi Path Interface) is a link penalty that became more important with the introduction of 
PAM4 (multi-level) signaling.

• MPI proved to be very challenging because unlike other link penalties it is not just dependent on 
a single characteristic  associated with the “black link”. Instead it is very dependent on the 
structure inside the black link, i.e. the number and locations of optical connectors and the fiber 
loss between them. 

• This goes against the basic IEEE ‘black link” philosophy of not defining the implementation inside 
the “black link” or the “fiber optic cabling (channel)”. 

Ref: bhatt_3bs_01a_0116.pdf



Recap – The solution for MPI

• In the end we derived “worst case” MPI penalties that were accounted for in the link budget, 
based on assumptions around  “worst case” links derived from the Kolesar reference  channels:

• 0.1dB for 500m, 0.3dB for 2km and 0.5dB for 10km.

• The MPI penalties and the assumptions used to them were not documented in the specification. 
• It is possible to come with an implementation of an optical link that would meet all of the 

normative specs for the “black link” defined in the specification, but that exceeds the MPI 
penalties assumed in the link budget

Ref: bhatt_3bs_01a_0116.pdf



Summary

In order to successfully define 400GBASE-ZR over 75 GHz spaced 
channels, the black link approach is preferred
• Some details within the black link need to be additionally defined 

(which sort of breaks the black link approach). But…
• Propose to do this work within an Informative Annex and use the 

resultant penalty within the Physical Layer specification

Black Link approach still in effect (with caveats)
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The PICS perspective  
Subclause 151.13.4.3 

Subclause 151.13.4.7 

Ref: P802.3cu Clause 151
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