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• Preliminary FEC consideration for 3dg PHY.

• Other alternatives for performance enhancement.

Purpose
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PHY Objectives Review

EMC immunity is very important for a PHY system working in industrial environment.

There are different ways to improve the system’s noise tolerance:
• Increasing the transmit signal amplitude;
• Reducing the insertion loss of the cable;
• Improving shielding;
• Extra mechanism such as forward error correction or retransmission…
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Noise measurement results showed that the noise level will 
not cause communication issues for the 4B3T coded PHY.

The 802.3cg defines mode conversion for unshielded 
link segments and coupling attenuation for shielded 
link segments, both up to 20MHz:

Graber_3cg_05a_0417

The 10BASE-T1L system with the required shielding 
performance is sufficient in E3 environment, even 
without FEC.

10BASE-T1L with No FEC

https://www.ieee802.org/3/cg/public/adhoc/Graber_3cg_05a_0417.pdf
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Compared with 10BASE-T1L, 100BASE-T1L faces a different situation due to 10x bandwidth.

• More signal attenuation/lower received signal power 
@ Nyquist bandwidth (take 3.75MHz * 10 for PAM3 as 
an example).

• Larger external EMI/RFI noise on the cable as 
Mode conversion loss/Coupling attenuation will 
get worse at higher frequency band. (need 
measurement based evaluation)

• Also, a burst impulsive noise will affect more 
symbols for a higher symbol rate.

If we leave all these requirements only to 
link segment, it can be aggressive for 
cable/connectivity vendors, which seems 
not good for reusing existing cable system.

On the other side, further increasing 
transmit power may violate FCC and CISPR 
EMC requirements.

Therefore, there is a need to consider PHY 
enhancement to ensure 100BASE-T1L 
performance.

Signal and Noise for 100BASE-T1L
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Try to avoid use of PBO or THP as in 2.5/5GBASE-T and 10GBASE-T:
• SPE does not have in-pair FEXT issue, PBO is not so necessary.
• Exchanging coefficients and re-adapting slows things down, not 

very suitable for fast link up.

It is better to use DFE instead of THP.
(Similar with Automotive SPE)

Two major noise sources in industrial 
environments are:
• RFI Noise: need heavy DFE instead of 

linear equalization; DFE can cause 
error propagation.

• Transient Impulse Noise: can cause 
burst error.

Reed-Solomon FEC is a good choice for 
solving the burst error problem.

beruto_3dg_01_20220711_noise_env

Equalization and Coding 

https://www.ieee802.org/3/dg/public/May_2022/beruto_3dg_01_20220711_noise_env.pdf
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Basic concept of RS-FEC:
RS(N,M,k): 
• Single RS frame consists of N symbols, and M of 

them are data (M＜N)
• Each RS symbol consists of k bits (N＜2k)
• Max number of correctable RS symbols is (N-M)/2

Key features of RS-FEC:
• Coding gain
• Coding overhead
• Correcting length
• Latency

RS-FEC used in SPE PHY:
• 1000BASE-T1: RS(450,406,9)
• 2.5/5/10GBASE-T1: RS(360,326,10) with interleaving
• 25GBASE-T1: RS(936,846,10) with interleaving

RS-FEC Considerations
Take RS(450,406,9) as an example:

Achieve coding gain >6dB @ 1e-10;
If shifted from 1Gbps to 100Mbps: RS frame length 
= 36us, correcting length = 1.76us.

According to IEC61000-4-4 impulse noise model: 
duration = 50ns, burst rate = 100kHz (10 µs).

Worst case: 
4 pulses are included in a single RS frame;
total error length = 50ns * 4 = 200ns << 1.76us, but 
the FEC latency reaches 40us. (<10us for 3cg)

For 100BASE-T1L, if RS-FEC is used, the code 
parameters need to be well designed to balance 
different metrics. 
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USE CASE 1: Process Industry
• 500m reach @ 100Mbps
• Lower SNR, more susceptible to external noise
• No specific latency requirement
• Shielding may be not enough, FEC is likely to be required

USE CASE 2: Servo Motor Control
• 100m reach @ 100Mbps
• Higher SNR, less susceptible to external noise
• Low latency requirement, FEC should not be enabled
• Good shielding protection must be ensured

From the perspective of performance and latency requirement, we have two typical use cases:

xu_3dg_01_05252022mueller_3SPEP2P_01_0428_2021

When FEC is used, how does 100BASE-T1L satisfy both applications?

Performance vs. Latency

https://www.ieee802.org/3/dg/public/May_2022/xu_3dg_01_05252022.pdf
https://www.ieee802.org/3/SPEP2P/public/mueller_3SPEP2P_01_0428_2021.pdf
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There are some IEEE examples that support different modes in one PHY:

802.3bp: Different link segment operation mode

802.3cg: Different PMA operation mode

802.3ck: Dual FEC operation mode

As a reference, 100BASE-T1L can include different PCS operation modes based on 
applications:
• Normal mode (enable FEC);
• Low-latency mode (bypass FEC);
• Modes can be determined through Auto Negotiation or manual configuration.

gustlin_3ck_01_0719

Two Modes for One PHY

https://www.ieee802.org/3/ck/public/19_07/gustlin_3ck_01_0719.pdf
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• Physical layer retransmission can be seen as a “FEC function” enabled only when 
needed, which is more flexible;

• The data should be retransmitted in the form of a defined packet;

• TX retransmission can be triggered by different signals from RX, such as received data 
without acknowledgement or retransmission request;

• Retransmission should be designed under the overall latency limit;

• Example: ITU 998.4 DSL, MIPI A-PHY ……

FEC Alternative: PHY Retransmission
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• 3dg is obviously different from 3cg due to bandwidth expanding, and some PHY enhancement 
is required for better immunity;

• Noise type of industry is similar with vehicle, so RS can be a good choice for FEC coding;

• Different PCS operation modes (w/ and w/o FEC) can be designed to adapt to different 
applications;

• Physical layer retransmission can be an alternative of FEC.

Summary
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Thank you.


