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Intentions

• Intent of this presentation is to explore (and hopefully establish) 
technical feasibility for 200G/L IMDD at 500m and 2km.
• Exploration includes technical feasibility of both FECo and FECi.

• 10km is not considered except as a point of comparison for 500m and 
2km.
• Although it is likely that much of the work here would indirectly bolster 

confidence in 10km performance.
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Overview

• Chapter I: Comparisons between 200G/L proposals
• How do the proposed requirements compare across different 200G/L IMDD 

proposals?

• Chapter II: History of 100G/L
• What were expectations of 100G/L when we adopted baselines?
• How did 100G/L mature as products came to market?

• Chapter III: 200G/L measurements and analyses
• What do 200G/L measurements say today?
• How does this compare to 100G/L at the same point in task force?
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Chapter I
Comparisons between 200G/L proposals
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Comparisons between 200G/L proposals

• Optical performance requirements, for transmitter and receiver, 
generally get more stringent for longer reach standards. This is a 
function of:
• Increased fiber plant loss and penalties

• Mux/Demux loss for multi-wavelength solutions

• Taken together, the difference in optical requirements for 10km, 2km, 
and 500m proposal is considerable.
• Up to 4.6 dB difference in receiver sensitivity specifications

• Up to 3.7 dB difference in transmitter OMA specifications
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Comparisons between 200G/L proposals
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What does this show?
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FECi sensitivity for LR4

Approx FECo sensitivity 
assuming ~1.5dB reduction in 
net coding gain 

1st order assessment: If LR4 links are feasible using FECi, then shorter distances with relaxed link budgets should be 
feasible with FECo.
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Comparisons between 200G/L proposals

• Presently, the same FECi is proposed for all 200G/L PMD types.
• The FECi SD net coding gain has been indicated to be around 1.5 dB 

(parthasarathy_3dj_01_2303.pdf)

• For reaches less than 10km, the relative relaxation in the receiver sensitivity (Rx Sens.) 
and link budget exceeds the additional 1.5 dB coding gain of the FECi.  

• Technical feasibility for 800G-LR4 with FECi indicates technical feasibility probable for all 
other 200G/L PMD types likely with FECo

800G-LR4 vs Rx Sens 
difference (dB)

Overall Link budget difference 
(TP2-TP3) [dB]

800G-FR4 ~2.3 2.9

800G-DR4-2 ~4.0 7

800G-DR4 ~4.6 8.3
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Chapter II
History of 100G/L

IEEE P802.3dj 200 Gb/s, 400 Gb/s, 800 Gb/s, and 1.6 Tb/s Ethernet Task Force 10



History of 100G/L

• Baseline for 400GBASE-DR4 (first 100G/L standard) was adopted in July 
2015

• Prior to adoption measurement results had been shared in 
way_3bs_01a_0115.pdf and conroy_3bs_01b_0515.pdf

• Measurements showed ~ 2-3 dB of sensitivity margin, ~1 decade of BER 
margin (see next slide)
• Margin measured to unstressed sensitivity value; stressed margin would be higher.

• Considerable improvements in sensitivity and BER were achieved with 
production modules (following slides).

IEEE P802.3dj 200 Gb/s, 400 Gb/s, 800 Gb/s, and 1.6 Tb/s Ethernet Task Force 11

https://www.ieee802.org/3/bs/public/15_01/way_3bs_01a_0115.pdf
https://www.ieee802.org/3/bs/public/15_05/conroy_3bs_01b_0515.pdf


Evolution of 100G/L: Pre-Standard (2015)

way_3bs_01a_0115.pdf conroy_3bs_01b_0515.pdf
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Evolution of 100G/L: Early 400G-DR4 Production
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Evolution of 100G/L: Early 400G-FR4 Production
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100G/L Technology & Market Evolution

Baseline Adopted
Margin ~ 2 dB / 1 dec

Gen1 Production
DR4 Margin ~ 3 dB / 2 dec

Gen2 Production
DR4 Margin ~ 6 dB / 6 dec

Already Shipped Projection Extrapolated

Data from LightCounting Sept 2023 Report
Note: LightCounting reports do not break out 800G-
DR8 and 800G-DR4 volumes separately. Here all 800G 
module volume is assumed 800G-DR8.
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Learnings from 100G/L

• At the time of first baseline adoption at 100G/L, there were few 
experimental results, and those that did exist showed little margin.

• Since that time margin has expanded rapidly, with over 6 dB & 6 
decades of margin in more recent 100G/L optical modules

• Majority of the 100G/L market yet to come
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Chapter III
200G/L measurements and analyses
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From li_3dj_01a_230206.pdf

Evolution of 200G/L: Pre-Standard (Feb 2023)

• Earliest results showed feasibility
• Lab bench results consistent with 

pre-standard 100G/L experiments
• Narrow margins to error floors
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Evolution of 200G/L: Updated Pre-Standard (Nov 2023)
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Test Setup: FECo Test Setup: FECi

Early results from production-grade module with 8x100G to 4x200G DSP.  Based on Monolithic 5nm CMOS 
(BCM85821* and BCM85822*)

*https://www.broadcom.com/company/news/product-releases/61436
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Evolution of 200G/L: Updated Pre-Standard (Nov 2023)
• https://www.broadcom.com/company/news/product-releases/61436

• Two separate module designs: Integrated Laser Driver (ILD) and External Laser Driver (ELD)
• EML based module

• Code/rate compliant to the IEEE standard

• Ten-minute evaluation in loopback condition at both 212.5 and 226.875Gbps
• To arrive at performance limits: a) No crosstalk (single lane traffic) b) Room temperature c) Default OMA d) 11 tap TXFIR optimized for BER 

(while still getting acceptable TDECQ) e) Optical side only (no electrical interface) f) Single module result (randomly picked)

Module Type Rate PreHamming 
BER

preKP4 BER Max KP4 correction

ELD 212.5 n/a 8e-9 3

ELD 226.875 < 3e-6 1.5e-11 2

ILD 212.5 n/a 2e-9 2

ILD 226.875 <3e-6 7e-12 2

Hamming DeInterleaver
KP4

227

212.5

IEEE P802.3dj 200 Gb/s, 400 Gb/s, 800 Gb/s, and 1.6 Tb/s Ethernet Task Force 20

https://www.broadcom.com/company/news/product-releases/61436


Evolution of 200G/L: Updated Pre-Standard (Nov 2023)

Power evaluation

• pj/bit results were in line with design targets

• Per optical lane power comparison: P212.5G approximately 20% lower than P226.875G

Investigated possible low latency modes with ELD

Hamming DeInterleaver
KP4

227

212.5

Rate preKP4 BER Max KP4 correction Max KP4 correction (CI bypass)

212.5 7.98e-9 3 NA

226.875 1.46e-11 2 4*

*Note – About 2.5-3x increase in KP4 corrected bins was observed at higher preKP4 BER’s (~e-6/e-7) when CI is bypassed 
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Detailed Test Results

FECi with ELD

FECo with ELD

FECi with ILD

FECo with ILD
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Transmitter Testing
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Provided by Dirk Lutz (Eoptolink)
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Four Channel Testing
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Provided by Dirk Lutz (Eoptolink)

800G OSFP DR4 BER result without Inner-FEC 800G OSFP DR4 BER result with Inner-FEC

RS Bin 4

OSFP
EVB+BERT

800G OSFP DR4

800G DR4 self loopback

Pattern 
Gen/Check

800GAUI-8



Module in Switch Testing
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MAX RS(544,514) = BIN4

Provided by Dirk Lutz (Eoptolink)

800G OSFP DR4 test results on TH5 port with self-loopback and without inner FEC enable (212G):

Only FECo performance available at time of publication



200G/L Market Evolution
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Data from LightCounting Sept 2023 Report
Note: LightCounting reports do not break 
out 800G-DR8 and 800G-DR4 volumes 
separately. Data here is compiled from 
1.6T module forecasts (and faster)
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Summary
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200G/L is Technically Feasible

• History of 100G/L suggests that rapid improvements happen in the early 
phases of a new speed transition

• Early production grade parts are back from fabrication and testing has begun
• Performance is consistent with current baseline proposals.

• The initial results provide excellent confidence that 200G lanes are 
technically feasible with both FEC modes (FECi and FECo)
• Initial testing of 800G-DR4 shows > 5 decades of BER margin (max KP4 BIN ≤ 4)
• Testing continues, including on 800G-FR4 modules.
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END
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